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ABSTRACT

When it comes to functional safety, there are several ways to handle. Failure Mode Effects Analysis (FMEA) is an
analysis method, generally for testing reliability which is considered as a bottom to up approach. The idea is to
identify all the possible faults of the system and analyse their effects. The safety point of view is added to this
method when "criticality" is introduced. This is called Failure Mode Effects and Criticality Analysis. The idea is to
identify the probability of failure modes against the severity of their consequences in addition to FMEA studies. On
the other hand, Fault Tree Analysis (FTA) is a top down approach to identify safety related risks of the system. In
this paper, we would like to present how it would be possible to use both methods to verify each other in terms of
completeness and validity. We will use a conceptual approach and try to implement these concepts in analysis tools
for automation and reporting.
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INTRODUCTION

Today, more complex products or systems interfere with humans directly. Ranging from automobiles, medical
health care devices, planes, cell phones, trains, energy generation facilities etc. The more functionality these systems
provide via a software controlled unit, the importance of safety in these systems grows. There are certain standards
of course, that these systems has to comply with, regarding their industry. In a system development point of view
staying compliant with these standards is an issue, regarding the cost overhead it brings. But what is more important
than this is, does a system 100% compliant with the relevant standards is 100% safe to use?

In this paper, we will be focusing how different safety analysis techniques can be used to verify the coverage of
hazards and their mitigation scenarios were incorporated in the design.

The first section will underline our understanding of safety. In the second section, we will discuss about the
techniques of safety assessment. Third section will be about the process of deriving safety requirements and
incorporating those into further analysis. In the last section, we will try to present how this process can be realized
on a set of tools.
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WHAT IS SAFETY

Very briefly, safety can be considered as the freedom from accidents and losses. Several definitions can be found for
the term “safety”, some of which have already been confused with reliability and / or security. Where, “reliability” is
again briefly the probability the system will perform its intended function satisfactorily and “security” to be the
protection against outside world, like attacks, interference or espionage. Sometimes we easily confuse security with
safety because both has threads but in the former threads are coming from another consciousness out of the system.
This consciousness can be considered as an actor to the system. However on the latter, threads are due to the nature
of the system or to the environment the system is deployed.

In this paper, we will be focusing on two analysis methods on the threads from the safety point of view and how we
can use each, to verify the results of the other.

Complex Systems and Safety

Today we are surrounded with complex products, which supposed to make our lives easier. Nowadays, nearly no car
is produced without an ECU as it were in 60’s or 50’s. Even though both today’s cars or the cars in the 50’s serve
the same purpose (they carry us from point A to point B) why do we want to increase costs so much and make the
systems more complex than every day?

One of the possible answers to this question can be found under the safety compliance issues. For instance the figure
below (see Figurel) can draw us a picture about how the complexity rises with the emerging requirements of safety.
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Figure 1: Lines of code used in complex systems

As a functional safety standard for road vehicles, ISO 26262 is released on 11 November 2011. This standard is a
customization of the IEC 61508 standard. It is obvious that increasing safety requirements and regulations put
additional complexity in to the system design and definition. Today, we cannot manage to stay safe only by using
checklists. We need to implement some additional (safety) requirements into our smart products driven by standards
and regulations.

SAFETY ANALYSIS TECHNIQUES

While considering safety, several approaches can be discussed. It is necessary to mention the Hazard Theory, which
is represented by the hazard triangle (see Figure 2).
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Target and Threat

Figure 2: The Hazard

In this theory, a hazardous element is a source of harm. Possible causes of this hazard are defined in the initiating
mechanism. In the target and threat section, the person or thing that is vulnerable to harm is identified. It is a
common understanding to conduct the hazard analysis throughout the development lifecycle. A sample is illustrated
below (see Figure 3).

Oxygen delivery (too low) Supply empties Patient injury or death
Mixer loses power
Flammable anesthetic gas Spark as ignition source Death or injury to medical
personnel and patient
High voltage Touching an exposed contact Injury or death to medical
personnel

Figure 3: Hazard Triangle
Specifically in the phases like, concept and preliminary design, subsystem design, system integration etc.

A hazard analysis is a central repository for information around system hazards, risks, and control measures. This
includes the following categories of information:

e  The nature of the hazard.
What can happen? What faults can lead to the potential accident?
¢  The quantification of risk.
How severe? How likely?
¢  The timeframe of concern.
How long can the fault be tolerated? How long to detect it? How long to handle it?
e  The control measure.
What design features or procedures will be put into place to address the hazard and/or fault condition?

Two methods are effectively used in hazard theory. The Failure Modes Effect and Criticality Analysis (FMECA)
and Fault Tree Analysis (FTA).

Briefly, FMECA can be considered as a bottom up approach, which is an extension to the FMEA (Failure Mode
Effects Analysis) method. The latter, is a method of analyzing reliability. By extending this to criticality of the
system under development, the method may become a safety analysis one.

In FMECA, all the possible failures of the system are tried to be determined according to the functionality of the
system or to the process step. Its possible effects and the analysis of these effects are determined in a sheet which
lead to a management plan to identify the risks, and their mitigation and contingency actions.
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Figure 4: Sample FMECA Analysis

Another method mentioned is the FTA, which can be described as a deductive, analytical technique, such as
an undesired state (a top-level event (TLE)) is specified, and the system is analyzed for the possible
chains of basic events (typically, system faults) that may cause the top event to occur. A Fault Tree (FT)
is a systematic representation of such chains of events, which makes use of logical gates, corresponding
to logical connectives such as AND and OR, to depict the logical interrelationships linking the basic
events with the top event. An AND gate relates events that are both required to occur to cause the
hazard, whereas an OR gate represents alternative causes. The basic events are the leaves of the FT,
whereas events that appear in between the root and the leaves are called intermediate events. The tree is
typically drawn with the TLE at the top of the diagram.
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Figure 5: Sample FTA Diagram

There are other analysis models for safety assessment, other than the hazard theory. Risk analysis and risk measures
are two of them. But these are out of the scope of this paper.

THE PROCESS FOR CONFORMANCE OF SAFETY IN COMPLEX
SYSTEMS

In a systems engineering process, the V-model can be represented to include safety actions within the whole
engineering lifecycle. Since the given set of requirements are not expected to include the requirements and
specifications about safety a process is required to derive them.
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Figure 6: The V-model with safety actions

The hazard theory and the above-mentioned hazard triangle are incorporated in the “Requirements” stage here (see
Figure 6).

Each hazardous element in the hazard triangle can result in one or more failure modes. Each failure mode is
analyzed carefully to create a proper mitigation action, which can result into a high level safety requirement.
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Figure 7: The Information Model for Safety Analysis in System Design

To put this in other words, refer to the figure below where safety analysis is done to derive new requirements and
these requirements are used in the further analysis of the safety of the lower levels.
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Considering the process under a flow,

We incorporate the hazard identification action in the early stages like system conceptual design or preliminary
design.

The causes and effects to possible hazardous elements identified.
Effects are analyzed, classified and prioritized.

Mitigation actions identified.

Functional Safety Requirements out of these actions are derived.

Since this is a high level analysis of the hazards, which may cause harm, a mode detailed assessment of safety would
be required when considering a detailed design phase. FTA can be used at this stage of assessment to derive
technical safety requirements from the basic conditions.

For complex systems, it is very difficult to guarantee that a specific safety goal or requirement is satisfied 100% in
the design. Since, they may not be functional and may not appear in the functional allocation in the preliminary
design. Moreover, system design and engineering involves trade-offs between cost and reliability, such that, a given
requirement can generally be implemented in many different ways, some safer and more reliable than others.

An important concern in this process would be the coverage of the functional safety requirements in the further
phase like FTA done in the design phase (see Figure 6). That should guarantee to make sure every functional safety
requirement has a satisfaction from a technical safety requirement that would be derived from the FTA. To support
these ideas with a technological background a tool support can be made use of.

An important component of the human systems integration plan should be a verification and validation process that
provides a clear way to evaluate the success of human systems integration. The human systems integration team
should develop a test plan that can easily be incorporated into the systems engineering test plan. The effectiveness
and performance of the human in the system needs to be validated as part of the overall system. It may seem more
attractive to have stand-alone testing for human systems integration to show how the user interacts with controls or
displays, how the user performs on a specific task. This methodology can address the performance of the human
operator or maintainer with respect to the overall system. The most important thing is to develop a close relationship
between human systems integration and systems engineering.

TOOLS; TO SUPPORT THE PROCESS

Starting with a basic sheet of hazardous elements as shown in the figure below, one can capture the functional safety
requirements in a requirements management tool.
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Figure 8: Sample Initial Hazard Assessment

It would be good practice to document all the safety goals and lower level functional safety requirements and link
them together to keep track of changes. The tool would help in prioritizing the safety goals and requirements as well
as managing them effectively (see Figure 9).
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Figure 9: Safety goals and requirements defined

In the preliminary design phase a more detailed analysis on the hazards from top to bottom can be done as FTA.
Expected result from FTA would be the technical safety requirements. Aligning these technical safety requirements
with the system requirements is a way to express the safety coverage.

However, from the highest level, it is a good practice to ensure all functional safety requirements are incorporated
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into FTA.

Generally FTA requires a tool to draw visual diagrams. The textual representations of the functional safety
requirements derived from previous hazard assessments as safety goals can be mapped to the resulting conditions or
basic faults of the FT (Fault Tree) to ensure coverage (see Figure 10) .
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Figure 10: Sample FTA Diagram

A linkage report can be generated based on the analysis of one or more hazards, identifying the relations between
basic failures or resulting conditions and safety goals or functional safety requirements.
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Figure 11: Link report

All technical safety requirements derived from such analysis will already cover the linked safety goals and / or
functional safety requirements.

CONCLUSIONS

Safety is a critical piece in complex systems and generally a factor that increases the complexity even further. The
safety compliance is generally ensured by standards like IEC 61508 or its industry variations like ISO 26262. In this
paper we tried to focus on a process that incorporates safety actions into the system analysis and design. Within this
process, derivation of safety requirements and safety goals is a key element. An important point that has been
missing generally in the industry is ensuring the coverage of the safety analysis in the design. To satisfy the
coverage, it is beneficial to apply for a tool support. But the main concern remains, which is not to miss a single
requirement that may cause a harm. The safety assessment can be employed at any stage of the design. But it is
important and very beneficial to use the outputs of the former in the latter to ensure the coverage.
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