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ABSTRACT

Recently, some research groups had tried to use the technologies of stereoscopic 3D displays to present teaching
materials  for  product  design  education.  However,  the  issue  of  visual  discomfort  for  viewing  stereoscopic  3D
contents was not considered. To conduct experiments, representative 3D virtual models of office furniture were
constructed with simple shapes and textures. These models were displayed on a 50-inch stereoscopic 3D TV and
viewed through passive polarizing glasses. The task was to walk through a virtual office and identify the design
problems of furniture. Thirty students, majored in Industrial Design, were invited to participate in these experiments.
The number of design problems identified was considered as the major performance measure. In addition, total time
spent in stereoscopic 3D mode or traditional 3D mode, degree of discomfort,  and self-reported symptoms were
collected. The result showed that although stereoscopic 3D images had advantages over traditional 3D images for
the task of  dimension and  distance estimations, the degree of visual discomfort increased significantly while the
participants were interacting with the virtual product components intensively. The result indicated that adaptive
adjustments of binocular and monocular depth cues were necessary for highly interactive tasks to ensure visual
comfort and depth cue integration.
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INTRODUCTION

In  the  processes  of  product  design  education,  the  teaching  materials  and  sample  cases  for  demonstration,
explanation, and discussion are always presented using 3D graphics with monocular depth cues. The depth cues of
these graphics are identified based on the relative attributes of objects and heavily relied on the experiences and
complicated  cognition  processes  of  the  observers.  For  freshman  and  sophomore  students  of  universities,  their
capabilities  of  drawing,  observation,  and  spatial  imagination  are  still  under  construction.  If  the  capabilities  of
observation and spatial imagination are not well developed, teaching professional knowledge with these 3D graphics
would lead to communication gaps between instructors and students. The more complex the product, the greater the
gap exists. Therefore, in order to reduce the gap, some research groups have tried to use technologies of stereoscopic
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3D displays, with binocular depth cues, to present teaching materials for product design (Petkov, 2010; Mukai et al. ,
2011; Guedes et al., 2012; De Araújo et al., 2013). These examples included the systems for learning descriptive
geometry through stereoscopic vision (Kaufmann, 2009; Guedes et al., 2012), a multi-touch collaboration system
with telepresence for car design (Edelmann et al., 2012), a system for displaying the elements of a DVD device
(Petkov, 2010), and displaying the process of learning to build a handmade PC (Mukai et al.,  2011). Although
various stereoscopic 3D technologies contributed to depth cues in different ways (Reichelt et al., 2010), stereoscopic
displays did improve the performance of depth-related tasks, such as judging absolute and relative distances, finding
and identifying objects, performing spatial manipulations of objects, and spatial navigating (Gîrbacia et al., 2012;
McIntire et al., 2012; McIntire et al., 2014). With these advantages, existing exhibition systems did not consider the
effects  of  interactions  between monocular  and  binocular  depth cues  on information  communication  and  visual
comfort. It was reported that depth cue interactions should not be neglected (Howard, 2012; Mikkola et al., 2012;
Lovell et al., 2012; van Beurden, 2013). For instance, there were interactions among disparity and monocular depth
cues, such as motion parallax, occlusion, shadow (or shading), linear perspective, and accommodation (Table 1).
The interactions could contribute to depth cue integrations. However, the degree of depth cue integration depended
on the source, the prior knowledge of viewers, tasks, and contexts (Mikkola et al., 2012). On the other hand, if the
interactions were not consistent, it caused visual discomfort or visual fatigue (IJsselsteijn et al., 2005; Inoue et al.,
2008; Lambooij et al., 2009; Patterson, 2012). For instance, the difference between focus distance and depth usually
resulted in the situation of vergence-accommodation mismatch. In the case of interactive system, the viewing angle
and  digital  contents  were  changed  dynamically.  Adjusting  the  distance  of  images  between  right  and  left  eyes
adaptively could reduce the problems caused by disparity (Oskam et al., 2011).

Given the advantages  of  stereoscopic  3D displays,  the opportunities  for  applying such technologies  to  product
design education might be promising. However, the problems of visual discomfort and fatigue have to be resolved,
or at least reduced, before constructing systems for educational purpose. To address this issue, the authors conducted
preliminary experiments to identify potential opportunities.

Table 1: Interactions of binocular and monocular depth cues reported by literature

Binocular

Monocular

Motion
Parallax

Occlusion Shadow or
Shading

Linear
Perspective

Accommodation

Vergence
or

Converge
nce

N/A N/A N/A N/A Reichelt, 2010;
Lambooij et al., 2009

Disparity Howard, 2012;
van Beurden, 2013 Howard, 2012 Howard, 2012;

Lovell et al., 2012 Howard, 2012 Howard, 2012

EXPERIMENT DESIGN

Interactive and Stereoscopic 3D Furniture Models

To conduct experiments, representative 3D virtual models of office furniture were constructed with simple shapes
and textures. These models included three sets of office furniture (Figure 1). The first set consisted of two-seat sofa,
one-seat sofa and one table. The second set consisted of two desks with different heights and one chair. The third set
consisted of an angled desk and a chair. The components of desks and chairs are different in the second and third
sets. For the purpose of design education, the instructors deliberately introduced some problems into the models.
Therefore, each piece of furniture may have problems in dimensions from the viewpoints of ergonomics or industrial
design. The relationship of two pieces of furniture may have problems in distances as well. These models were
randomly numbered and compiled in an XAML DirectX 3D sample program with a virtual  room. The digital
contents were displayed on a 50-inch stereoscopic 3D TV (120 Hz) and viewed through passive polarizing glasses.
While interacting with the experiment system, the user may perceive several visual depth cues, such as disparity,
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motion parallax, occlusion, shading, and linear perspective.

(a) The screen shot taking from the right-front corner of the virtual office

(b) The screen shot taking from the right-rear corner of the virtual office

Figure 1: Interactive and Stereoscopic 3D Furniture Models with Images for Left and Right Eyes
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Tasks and Procedures

The task of each participant was to walk through the virtual office and to identify as many design problems as
possible within 6 minutes,  i.e. 360 seconds. Participants seated in front of the display at  a viewing distance of
240cm. The input device for manipulating the camera was a set of remote keyboard (for changing the location and
altitude) and mouse (for  changing the viewing angle).  Participants were asked to start  the experiment  with the
stereoscopic 3D mode. However,  if they were not comfortable,  they could stop the experiment or switch to the
traditional 3D mode to continue the experiment. If anyone could continue to stay in the stereoscopic 3D mode,
he/she was encouraged to spend extra 3 minutes, i.e. 180 seconds, to locate more design problems. Once a design
problem was found, the participant should right-click the mouse button to pause the countdown clock. After writing
down the furniture number and corresponding design problems, the participant should double-click the left mouse
button to resume the countdown.

Measurements

In the experiment, the number of design problems identified was considered as the major performance measure. In
order to study the effects of stereoscopic 3D on visual comfort, total time spent in the stereoscopic 3D mode or the
traditional 3D mode, degree of discomfort, and self-reported symptoms were collected. The degree of discomfort
was reported on a 9-point scale, with 1 indicating slightly discomfort and 9 indicating extremely discomfort.

Participants

Thirty students, 17 male and 13 female, were invited to participate in these experiments. They majored in Industrial
Design and enrolled as graduate students. All had normal or corrected-to-normal vision and none reported stereopsis
problems in prior experiences. They all had the basic training of drawing and the experiences of using 3D modeling
software, such as Pro/E, Alias, Rhino, 3ds Max, or Maya.

RESULTS AND DISCUSSIONS

Among 30 participants, 26 participants, about 87%, were able to  complete the task  in the stereoscopic  3D  mode
(Table 2).  However, only seven participants, about 23%, were willing to use the  stereoscopic  3D mode for more
than 360 seconds.  The average time of using stereoscopic mode was 318 seconds, with standard deviation 124
seconds. Some participants even stopped the experiment earlier before the time limit due to visual discomfort or no
more furniture design problems were identified. In fact, four participants had to switch to the traditional mode after
navigating  in  the  stereoscopic  3D  mode for  certain  time periods. This result  indicated  that  adaptive  disparity
adjustment of binocular depth cues was necessary for highly interactive tasks to ensure visual comfort and depth cue
integration.

The time spent in the stereoscopic 3D mode and the number of design problems identified were not correlated, with
correlation coefficient 0.24. This indicated that the time spent in the stereoscopic 3D mode did not contribute to the
identification of design problems. The prior knowledge or experiences of different participants might influence their
judgments.

The time spent in the stereoscopic 3D mode and the degree of visual discomfort were not correlated, with correlation
coefficient -0.08. This indicated that the degree of visual discomfort was not necessary due to the time spent in the
stereoscopic 3D mode. Based on the observations, the ways people interacted with the systems varied significantly.
Some participants controlled the camera movement slowly with the keyboard, while others always made a quick
viewing angle adjustment through the mouse.

As for the self-reported symptoms, 17 participants, about 57%, experienced eye fatigue or dizziness. The degree of
visual discomfort was related to these symptoms. Participants with low degree of visual discomfort reported few
symptoms. However, neither eye fatigue nor dizziness was correlated to the duration of staying in the stereoscopic
3D mode.  For  example,  subjects  20 and 30 used  the  stereoscopic  3D mode for  540 seconds,  but  reported  no
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symptoms. While subjects 5, 6, 27, 28 reported eye fatigue or dizziness within 360 seconds.

Furthermore, there was no gender difference in  the number of design problems identified, total time spent in  the
stereoscopic 3D mode or the traditional 3D mode, degree of discomfort, and self-reported symptoms.

Table 2: Performance measure and self-reported discomfort of each participant

No Gender
No. of

Furniture
Design

Problems

Time in
Stereoscopic

3D Mode

Time in
Traditional
3D Mode

Degree of
Visual

Discomfor
t

Self-reported
Symptoms

1 Male 9 267 93 7 Dizziness
2 Male 3 275 0 5
3 Male 4 180 102 7 Dizziness
4 Male 6 306 0 6
5 Male 5 360 0 4 Eye fatigue
6 Female 9 360 0 5 Dizziness
7 Female 6 360 0 1
8 Male 8 285 0 7 Eye fatigue
9 Female 3 242 0 6 Dizziness
10 Female 5 467 0 4 Eye fatigue
11 Male 5 409 0 2
12 Male 7 413 0 7 Eye fatigue
13 Male 4 360 0 5
14 Male 5 355 0 5 Dizziness
15 Female 3 180 0 3
16 Female 3 136 44 8 Dizziness
17 Female 4 301 0 5
18 Female 3 189 0 7 Eye fatigue
19 Female 4 180 138 5 Eye fatigue
20 Male 6 540 0 4
21 Female 5 540 0 7 Eye fatigue, Dizziness
22 Female 5 339 0 2
23 Female 4 525 0 6 Dizziness
24 Male 8 180 0 3
25 Male 5 243 0 6 Dizziness
26 Male 7 180 0 2
27 Female 11 360 0 5 Eye fatigue
28 Male 8 360 0 6 Eye fatigue
29 Male 3 122 0 3
30 Male 6 540 0 3

In  order  to  identify  the  directions  for  system  development,  general  comments  for  system  improvement  were
collected from the participants. The comments included (1) modify the perspective effects to reduce the distortions
of furniture at certain viewing angles; (2) modify the light sources to reduce the dark surfaces of furniture; (3)
improve the reality of objects and scenes; (4) improve the passive polarizing glasses while wearing with existing
eyeglasses;  (5) provide with controls that  facilitate  natural  mapping for  camera  movement;  and (6) modify the
sensitivity of mouse controls to reduce dizziness due to quick changing viewing angles.  These comments were
grouped into displays and controls and listed in Table 3. 

Table 3: General comments for system improvement offered by the participants

No Categori
es

Comments

1
Displays

Modify the perspective effects to reduce the distortions of furniture at certain viewing angles.
2 Modify the light sources to reduce the dark surfaces of furniture
3 Improve the reality of objects and scenes
4 Improve the passive polarizing glasses. It is not comfort while wearing with existing eyeglasses.
5 Controls Provide with controls that facilitate natural mapping for camera movement
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6 Modify the sensitivity of mouse controls to reduce dizziness due to quick changing viewing angles

Based on the experiences of using the experiment system, the participants were encouraged to imagine potential
applications of such a system. Surprisingly, at least ten applications were proposed (Table 4). The applications for
educational  purposes  included  Interior  Design,  Furniture  Design,  Architecture  Design,  and  Car  Design.  The
applications for commercial purposes include Digital Game, Interactive Art Design and Evaluation, Curating (or
Exhibition Design), Interior Preview for House Selling, Driving Simulation, and Medical Simulation. Given these
opportunities, the requirements of displays and controls may vary for different domains. 

Table 4: Potential applications of the stereoscopic 3D system proposed by the participants

No Categories Applications

1
Educational

Purposes

Interior Design.
2 Furniture Design
3 Architecture Design
4 Car Design
5

Commercial
Purposes

Digital Game
6 Interactive Art Design and Evaluation
7 Curating, or Exhibition Design
8 Interior Preview for House Selling
9 Driving Simulation
10 Medical Simulation

CONCLUSIONS

To identify the problems and opportunities of interactive and stereoscopic 3D product models for design education,
a prototype system was constructed for experiments. The result of experiment indicated that adaptive adjustments of
binocular and monocular depth cues were necessary for highly interactive tasks to ensure visual comfort and depth
cue integration. Furthermore, according to the comments from participants,  if  the  quality of displays and control
devices can be improved to facilitate interactions with natural mapping, a great number of applications could benefit
from  stereoscopic  3D  technologies.  To  develop  successful  applications  for  design  education,  the  adaptive
mechanism  of  adjusting  depth  cues  should  be  constructed  based  on  detailed  analysis  of  learning  contexts.
Understanding the perception and cognition limitations of target students are of great importance as well. The issue
of adaptive mechanisms deserves in-depth studies.
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