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ABSTRACT 

The icon is an important part of the user interface, and they are a carrier between the 

user and the interface. In the process of icon design, designers need to take into 

account both its versatility and uniqueness, and an excellent icon is a perfect blend of 

function and aesthetics. In recent years, with the great success of generative 

adversarial networks in computer vision, it has become possible to assist designers in 

icon creation with the help of artificial intelligence technology. In this study, we 

constructed icon datasets containing 40,000 samples and improved the structure and 

loss function based on the MUINT to finally achieve the style conversion task 

between different styles of icons. The research results show that the improved model 

can effectively improve the quality and diversity of generated icons. Meanwhile, a 

questionnaire survey of 34 people with icon design experience proves that our 

research results can assist designers to a certain extent in the related work. This study 

can be used as a basis for the intersection of deep generative model and icon design, 

and we conclude the paper with suggestions and prospects for future work. 

Keywords: Icon design, Deep learning, Generating Adversarial Network, Image 

Transformation. 
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INTRODUCTION 

The icon is a key component of the user interface, a carrier between the user and the 

graphical interface. A good icon not only enables users to quickly identify and 

understand the meaning of the function it represents but also highlights the business 

characteristics of the brand to a certain extent. From different perspectives, icons can 

be classified into various categories: face icons, linear icons, text icons, and so on. 

Designers have to design different types of icons according to different application 

scenarios and customer needs (Smith and Waterman. 1981). 

In recent years, Generative Adversarial Network (GAN) (Goodfellow et al. 2014) has 

achieved excellent results in tasks such as image generation (Bodla et al. 2018), image 

complementation (Satoshi et al. 2017), and image super-resolution reconstruction 

(Yeh et al. 2016). In particular, the success of GAN in image translation has not only 

attracted wide interest from academia but also achieved good commercial landing in 

mobile applications. And the style transfer task in image translation has been 

successfully applied to a variety of fields since it was proposed by Gatys et al (Gatys 

et al. 2016), such as font style transfer (Wen et al. 2021), and face animation 

stylization (Pranjal et al. 2021). Meanwhile, with the successive proposals of models 

such as Pix2Pix (Liu et al. 2017) and CycleGAN (Zhu et al. 2017), GANs have 

become the main framework for implementing style transfer tasks. 

In this paper, we hope to use GAN's success in image translation to realize the style 

transfer between different icons to give designers more inspiration and improve their 

work efficiency. Moreover, this study constructs an icon dataset consisting of linear 

and facet icons with a total of 40,000 samples. We hope that the model can eventually 

realize the style conversion work between linear and facet icons, and this result can 

be applied to the following scenarios: abstracting the facet icons and getting the 

corresponding linear icons, or getting the face icons from following the linear icons, 

and the icons generated by the model can provide the complementary color schemes, 

etc. 

In order to achieve the above goal, we improve the model based on the idea of 

MUINT (Xun et al. 2018), which has the advantage of solving the problem of 

generating sample diversity, which can get multiple converted images after inputting 

one image, and this idea is also more consistent with the actual design scenarios. 

Meanwhile, we introduce operations such as self-attention mechanism, spectral 

normalization, etc., based on the original model and add cycle consistency loss to the 

original loss function to improve the conversion quality of icons. This study is the 

first study of icon style transfer based on GANs, which can be used as a basis for 

future studies.  

RELATED WORK 

GAN-based image translation models were initially mainly supervised models with 
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two styles of one-to-one sample data types. Among them, Pix2Pix, proposed in 2017, 

first proposed a general image translation problem framework for the conversion 

problem of paired samples, where the original style images are fed into both the 

generator and the discriminator as "conditional labels" to control the conversion effect 

of the model. BicycleGAN (Zhu et al. 2017) was designed to address the Pix2PixHD 

(Wang et al. 2017) proposes a multi-scale generator and discriminator structure based 

on the Pix2Pix, and introduces a feature matching loss in the loss function to improve 

the stability of training. Finally, higher resolution images are generated. Furthermore, 

Vid2Vid (Wang et al. 2018) implemented a video-to-video high-resolution style 

translation task using optical flow and timing constraints based on the above models. 

The biggest problem with supervised image translation models is that it is difficult to 

obtain a sufficient number of high-quality paired datasets in realistic situations, so 

most subsequent related models are unsupervised. One of them, CycleGAN, achieved 

the first conversion task between two image domains in data asymmetry using two 

sets of generator domain discriminators. The original and target domains are 

exchanged for StarGAN uses a single generator to achieve transformation in multiple 

data domains generates higher quality image samples (Yunjey et al. 2018). On the 

other hand, the authors of UNIT proposed the assumption that different data spaces 

share the same hidden space, thus converting the image translation problem into a 

problem of solving the hidden space and finally achieving an unsupervised inter-

image style transformation task (Liu et al. 2017). 

Along with the success of GAN in computer vision, it has gradually become possible 

to use artificial intelligence technology to assist designers in creation, and many 

designers are trying to use GAN for design creation (Li et al. 2019; Nauata et al. 

2020). In graphic design, a logo and icon are both visual symbols, but a logo is more 

to carry a company's values. In contrast, an icon carries more superficial information 

with more robust functionality, and its purpose is to make users use or browse a 

product more. Unlike icon generation, logo generation does not require a high 

generated image quality because it does not need robust functionality and 

recognizability. The earliest research can be traced back to Sage et al. in 2017, whose 

main contribution was to construct the first large-scale logo dataset, LLD-logo (Sage 

et al. 2017), on which the logo generation task was based (Sage et al. 2017). Since 

then, Mino et al.'s research team constructed LoGAN (Mino et al. 2018) and 

LoGANv2 (Oeldorf et al. 2019), where LoGAN implemented the colour-conditional 

logo generation task and LoGANv2 implemented the logo generation task at high 

resolution. Inspired by the above logo generation-related tasks, researchers have 

gradually focused on icon generation tasks.  

METHODS 

Generative Adversarial Network, GAN 

GAN consists of a generator and a discriminator. The two modules are trained 
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alternately to generate samples comparable to real data eventually (see Figure 1). 

During the mutual adversarial process, the discriminator's goal is to determine as 

accurately as possible whether the input samples are from the real data or the 

generator; the generator's goal is to generate as many samples as possible that the 

discriminator cannot distinguish. 

 

Figure 1. The basic framework of GAN. 

MUNIT 

MUNIT can be regarded as an improvement on UNIT, which further assumes that the 

latent code can be decomposed into content code and style code based on the shared 

latent code, where the content code contains some shallow information of the image 

data, such as contours, edges, etc., while the style code (see Figure 2). The model 

assumes that the style code belongs to a Gaussian distribution. Therefore, for the 

samples in the source domain, fixing their content codes and changing their style 

codes can yield different images, and the combination of content codes and different 

style codes can generate multiple samples with the style of the target domain, which 

solves the problem of lack of style diversity in the previous image translation 

problems. 

  
UNIT MUNIT 

Figure 2. Comparison of the UNIT with the idea of MUNIT. 
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EXPERIMENTS AND RESULTS 

Datasets And Train Detail 

The data in the study were mainly obtained from Iconfont (www.iconfont.cn.) and 

Icons8 (www.icons8.cn.), which has an extensive resource of high-definition 

watermark-free icons. We selected a total of 40,000 linear and faceted icons and 

processed all the data into PNG format. 

We performed the training on RTX 3090, where the optimizer was selected as Adam 

optimizer, the parameters used were 0.5 and 0.999, and the batch size was set to 1. 

The learning rate was adopted from the TTUR method (Heusel et al. 2017), and the 

learning rates of the generator and discriminator were set to 0.0002 and 0.0004, 

respectively; the sampled from the target domain. 

Results 

Figure 3 shows the icon style conversion results of the model. The conversion results 

in converting linear icons to face icons with good diversity and can generate various 

exciting colour fills and combinations. In contrast, in converting face icons to linear 

icons, the conversion results are more single and straightforward, and the model tends 

to learn the contour information of the face icons more but fails to generate some 

detailed texture structures in the original icons. 

  

  
(a) (b) 

Figure 3. (a) Face icon is converted to linear; (b) Linear icon is converted to face. 

We conducted multiple comparison experiments in the same environment. In the 

conversion of linear icons to facet icons, our model has higher generation quality, and 

also improve the conversion results compared with the original MUNIT (see Table 
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1). In converting face icons to linear icons, the model does not show significant 

improvement compared to Baselines. 

Table 1: Comparison with Baselines' icon style transfer results. 

 Iuput Image CycleGAN UNIT MUNIT Ours 

Linear→Face                           

Face→Linear                            

 

Our model has a clearer texture structure, especially in converting linear icons to face 

icons, and the improved model has a significant improvement. In addition, since we 

can set the number of samples encoded from the target domain style, our conversion 

results have multiple outcomes (see Table 2). 

Table 2: Quantitative evaluation according to IS and FID. 

 IS FID 

CycleGAN 13.67 157.67 

UNIT 19.09 176.34 

MUNIT 19.76 137.03 

Ours 22.69 131.77 

 

The quantitative evaluation results can prove the above subjective visual perception, 

and we compared the conversion results with IS (Salimans et al. 2016) and FID 

(Szegedy et al. 2016). As shown in Table 2, CycleGAN and UNIT have lower IS and 

higher FID scores, and the model generates lower quality and diversity results in the 

task. In contrast, both MUNIT and our improved model have a better perceptual 

evaluation of human behaviour and FID scores, and our improved model has some 

improvement effect compared with the original model. 

User Study 
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We conducted a relevant study with 34 subjects to test whether the icon style transfer 

study can assist in design tasks to some extent. We will present subjects with 20 sets 

of icons, each consisting of the original image and five transformed icons, and the 

interconversion between the two sets of icons will be performed separately, and the 

subjects will be asked to evaluate them (see Figure 4). Afterwards, we asked the 

participants to evaluate the converted icons based on a 5-point scale, and the criteria 

were whether the icons were helpful to their daily design tasks. The study results are 

shown in Figure 5, where the 5 points are "1=very low, 2=slightly low, 3=medium, 

4=slightly high, 5=very high.". 

 

Figure 4. Results of the survey on the usefulness of generating icons for design work. 

From the research, the style transfer from linear icons to facet icons was better 

evaluated, and most of the participants thought that it could effectively provide a 

variety of color schemes and give them more design inspiration to a certain extent. In 

contrast, the result of switching from face icons to linear icons was considered to be 

of limited significance. 

CONCLUSIONS 

Icon design is a task that designers often encounter daily, and it is always an exciting 

research question how it can be combined with cutting-edge technologies related to 

artificial intelligence to assist in design. In this study, we implemented the style 

conversion task between different icons based on MUNIT and constructed a large 

scale icon datasets consisting of linear and faceted icons for the first time. The results 

show that the model we constructed can perform the icon conversion task better, and 

the construction idea based on the MUNIT model makes the generated icon results 

more diverse, which is also more in line with the needs of the actual design task. The 

objective and subjective evaluation metrics show that the improved model has a better 

generation effect. Especially for converting linear icons to face icons, our model can 

make the converted face icons have a more detailed texture and contour with less 

noise and more decadent colour combinations. The subjective evaluations conducted 

in the study also showed that our study could assist designers to a certain extent in 

the relevant tasks. 
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