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ABSTRACT 

The recent development of machine learning to synthesize the dataset and manipulate 

images into new works of art, bringing essential changes in visual art and the method 

of art creation. The paper aims at applying the Generative Adversarial Network 

(GAN) to the new media art in particular the image generation and video synthesis 

through latent space interpolation, through the indirect training in GAN to process a 

series of still images as the dataset, the generated work presents the ability of machine 

algorithms in learning and processing the image creation, as well as the next stage of 

machine-made art. The generated images through latent space interpolation are the 

artificial imitation among the images by the machine, indicating a new form of image 

interpretation and representation where human’s intervention in art creation is 

restricted in the pre-data selection and post-data appreciation. 
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INTRODUCTION 

With the development and improvement of computational and imaging technology, 

manipulation and visualization of datasets become one of the important areas to test 

the ability of artificial intelligence in image creation. Machine learning has been 

widely used as one of the most effective tools and technologies in image generation, 

and to a certain extent become an important research area in art and technology, for 

example, Mark Coeckelbergh in his research concerning the artistic creation ability 

of machine and human/non-human forms of creativity (Coeckelbergh, 2016). Image, 

in general, can be classified into three types, namely still images, moving images and 

expanded images. Although there are still a lot of things that have to be addressed 

regarding still image generation, how to tackle the difficulty and improve the 

synthetic ability of moving images is already a focusing point in the development and 

research of imaging and machine learning technologies. This could be regarded as the 

visual mechanism of humans that we are living in a condition based on time and 

space. Time is constructing our concept towards the beings and lives, to understand 

the constitution of moving things is to understand the very notion of time as it shows 

the characteristics of dynamical and unstable condition which can better reflect 

reality. One of the main attempts of this paper is to explore the possibilities of 

transforming the still images as a dataset into moving images through a machine 

learning neural network, and to observe the results generated by the neural network, 

trying to understand the model of machine-generated images and the nature of 

machine-made art based on datasets manipulation. 

GENERATIVE AND DISCRIMINATIVE MODELS 

It was presented by Alce Radford et al. in their research Unsupervised Representation 

Learning with Deep Convolutional Generative Adversarial Networks that the deep 

convolutional generative adversarial networks (DCGANs) demonstrate the ability of 

unsupervised learning through generator and discriminator (Alec et al., 2016). 

Generative and discriminative networks of the GAN architecture were used to 

generate new images in this paper. A generative network imitates the training dataset 

and generates new data, while a discriminator network discriminates the generated 

data from the real data of the training set (Figure 1). This mechanism enables both 

networks to perform unsupervised learning dynamically in order to synthesize new 

models based on the training of the dataset.  
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Figure 1: Mechanism of GAN based on the Generative and Discriminative Models 

 

 

In this paper, two sets of pictures were used for GAN training in order to test the 

ability of GAN in image generation on a previous set of generated images, and 

explore the possibility of creating new images by adapting the aesthetic framework 

of “art is an imitation of another imitation” as addressed in Plato’s Republic. In the 

first stage, a set of 135 pictures of Plato were collected from the internet and used to 

train GAN for the generation of a new set of images. The second set of 15 pictures of 

David produced from digital illustrations, 3D face reconstruction, photography and 

3D scanning were used to train the GAN for synthesizing the previous models 

generated based on the 135 pictures of Plato. It is anticipated that the final outcome 

after the training of GAN on the 2 sets of data (Plato and then David on Plato dataset) 

should have a certain level of changes in terms of the visual expression and 

representation from the original datasets. 

 

The training on the generator and discriminator of GAN on the 2 sets of data enables 

the model to generate new data on the new data under unsupervised learning 

condition. In this case, to a certain extent, can implement the training of the machine 

in image manipulation of an image manipulation. The generated moving images were 

examined in order to have a better understanding of the visual representation and the 

relationship between the art creation and the data generation under the application of 

GAN. 

IMAGE GENERATION 

The AI and algorithmic technologies provide new approaches to creativity and 

artefact creation. Digital objects become an essential topic to understand the 

artefacts being produced artificially and digitally. Understanding the ability of GAN 

in digital image generation can help us examine some natures of digital objects. 

Given that there are researches and examples proven that GAN is able to generate 

still portraits of highly realistic, such as Karras Tero et al. in their research about 

generating artificial photos of fake people (Tero et al., 2018), this paper aims at 

applying the GAN to further examine the ability of the adversarial network to utilize 
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the data in generating moving images (short video synthesized via latent space 

interpolation) and other possible visual expressions. 

A set of 135 pictures of Plato was used to train the GAN by using the AI tool 

RunwayML and its corresponding GPU. The generated model and the gallery of the 

video was presented in Figure 2. The result shows that GAN is able to synthesize the 

dataset, generate new images and video (moving images). It is noted that latent 

interpolation image appears among the original images, representing the ability of 

artificial imitation and generation of artefacts by machine learning in the training. The 

latent interpolation images can shed light on the various visual expressions through 

GAN.  

 

Figure 2: The result from GAN in synthesizing 135 pictures of Plato which were 

collected from the internet. 

 
To examine the ability and advantage of the GAN to imitate the training dataset and 

generate artefacts, and examine the representation of the images, the generated 

“Plato” video (Figure 2) was used as the dataset to train another set of images. 15  

pictures of David (Figure 3) were used in the second training in RunwayML. The 

results show that the latent interpolation is more obvious compared with the results 

of the “Plato” video (Figure 2), superimposition of the two sets of images was 

obtained, which led to obscured hybrid appearances of the two sets of models - Plato 

and David. 
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Figure 3: A set of 15 pictures of David, produced through digital illustrations, 3D face 

reconstruction, photography and 3D scanning 

 

 

 

Figure 4: The result from GAN in synthesizing 15 pictures of David in the mapping 

from the images generated in the first stage (Figure 2) 

 

According to previous researches about data on discriminator training in GAN such 

as training GAN with limited data done by Karras Tero et al. (Tero et al., 2020), 

constraints were also set in the training of GAN in this research to test its ability in 

latent space interpolation. 135 pictures of Plato ran for 2000 training steps and 15 

pictures of David ran for 500 training steps were used to create limited data and 

training conditions, good results were obtained in terms of the latent interpolation 
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effects and generated new forms of images. The data on GAN generated images could 

be the next research approach to examine the diversification of the latent interpolation 

images and the length of the moving images by increasing the number of pictures and 

training steps.  

DATA VIDEO 

Data training and image generation play an important role in this research as the 

image synthesized through latent space interpolation indicating not only the 

architecture of the generative and discriminative networks, but also what has the 

network learnt in unsupervised learning. 

 

The video, to a certain extent, is a data-driven and neural network synthesized 

artefact. The unsupervised GAN learning system and its automation in images 

generation allow the GAN to maximize the operation without the intervention of 

humans or artists, and therefore somehow echo and address the concerns by Lev 

Manovich in his book AI Aesthetics about the high ability of AI automation and 

generation of contents (Manovich, 2018). The nature of the video artwork under the 

use of GAN in this research has been expanded to machine and data-based, the video 

is therefore an unconventional form of work that allow the observation and 

appreciation of the artificial artefacts further expand to the perception of the data 

manipulation of GAN.  

CONCLUSION 

The ability of GAN in data training and manipulation to generate images and 

synthesize moving images through generative and discriminative networks was 

tested. The results of the trained dataset and images obtained are obscured but that 

could be very interesting in terms of the new forms generated and the latent space 

interpolation by the unsupervised machine learning. The dynamical representation 

of two sets of pictures and the formation of images synthesis from latent 

interpolation are new approaches to artistic creation, indicating the possibility of 

machine-made art and data video generation. Given the nature of unsupervised 

learning of the GAN, the intervention and participation of artists in video creation is 

therefore limited and transformed to machine-oriented synthesis. 
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