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ABSTRACT 

In the future, external-Human-Machine-Interfaces (eHMIs) may facilitate the 

communication between automated vehicles (AVs) and nearby pedestrians. The aim of this 

study was to investigate which messages (AVs’ intention to yield or not to yield) and 

perspective (does the message refer to the behavior of the vehicle or the behavior that is 

expected of the pedestrian) of eHMIs are understood best in terms of objective 

comprehension, subjective comprehensibility, and speed. Participants in an online study 
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(N = 85) indicated whether they can safely cross or not in reaction to six different eHMI 

icons. Messages that tell them to cross the street were understood better and faster compared 

to those that instructed them not to do so. Those referring to the pedestrian were best 

understood objectively as well as subjectively. We advise caution regarding eHMIs that 

communicate that the AV is not yielding / that the pedestrian cannot cross 

Keywords: Automated Vehicles, eHMIs, Pedestrians, Crossing Situations  

INTRODUCTION 

Future automated vehicles (AVs) could be equipped with external human-machine-

interfaces (eHMIs) that are supposed to facilitate the communication of AVs with 

surrounding road users. Prior research documents that such interfaces might support 

pedestrians' crossing decisions (Dey et al., 2020). To maximize their benefits, eHMIs need 

to be easily understandable to all road users, under all circumstances. In that regard, there is 

a discussion about what message should be communicated in such situations: Should the 

eHMI communicate both, the AV’s intention to yield as well as the intention not to yield to 

the pedestrian, or just one of these messages? Another question is how these messages should 

be communicated: Should the message refer to the pedestrian (i.e., egocentric: “You can(not) 

go”) or the AV (i.e., allocentric “I (do not) intend to yield”)? And, of course, it is vital that 

eHMIs are understood even under high cognitive load, as pedestrians might, e.g., be 

cognitively distracted (Dommes, 2019). 

Some authors advise against the communication of non-yielding behaviour by AVs as this 

signal may be confusing rather than beneficial (Weber et al., 2019). However, 

communicating the intent not to yield can be critical information because it could have fatal 

consequences if a pedestrian crosses the road although an AV does not intend to yield. In 

this context, it is important to find a consensus about what to communicate. Both the 

messages and designs should be standardized. Otherwise, too many different signals and 

communication cues may confuse the recipients (Dey et al., 2020).  

Apart from different messages, two perspectives have been distinguished (Bazilinskyy et 

al., 2019). On the one hand, an egocentric eHMI directly refers to the pedestrian. So, 

pedestrians are directly addressed and do not need to switch their perspective. In a crossing 

situation, the egocentric signal instructs the pedestrian in a form like “You can go”. 

Egocentric signals are often regarded as clear and unambiguous (Bazilinskyy et al., 2019). 

On the other hand, an eHMI signals from an allocentric perspective if the message refers to 

the AV. In this case, the signal communicates the AV’s status or intent (i.e., “I yield” or “I 

drive”) (Tabone et al., 2021). Pedestrians are therefore not instructed directly by allocentric 

eHMIs. In crossing situations, they have to first interpret the AV’s intent and subsequently 

decide whether to cross, based on their own judgement. Although the interpretation of 

allocentric messages is more demanding, there seems to be a consensus in literature that 

communicating the state, awareness and/or intent is the preferable approach compared to 

instructing the pedestrian via an egocentric eHMI. This is because egocentric eHMIs address 
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one specific pedestrian. When several possible addressees are present, this might lead to 

confusion (Weber et al., 2019). Further, there might be legal implications in case of an 

accident that happened while a pedestrian followed the instruction to cross (Tabone et al., 

2021). 

The ability to switch to another road user’s perspective and the understanding of eHMIs 

in general might be mitigated if the perceiver is cognitively loaded. Being a pedestrian is 

cognitively demanding as it requires visual and cognitive attention in a dynamic environment 

(Stavrinos et al., 2018). Possible effects of cognitive load on the comprehension of different 

messages and perspectives should therefore be investigated more precisely. Hence, the 

research question of this study was the following: Which message and perspective of eHMIs 

is understood best (in terms of accurate comprehension and speed) – even if the perceiver is 

cognitively loaded? To answer this question, an online study was conducted. The participants 

indicated whether they could safely cross, based on pictures of an AV that showed eHMIs 

communicating different messages (yielding/non-yielding) from different perspectives 

(egocentric/allocentric/am-biguous). 

 In line with the above reasoning, an earlier study by Eisma and colleagues explored the 

effects of message and perspective on the understandability of text-based eHMIs while 

taking cognitive load into account (Eisma et al., 2021). In this study, the applied egocentric 

messages were understood best, and their cognitive memory task had no significant effect. 

The authors argued that these findings might only be representative for text-based eHMIs 

and might therefore not generalize to the various other eHMI designs that have been 

proposed. In line with other authors, they called for further research as there is no consensus 

on the content, perspective, and modality of eHMIs yet (Dey et al., 2020). Regarding 

modality, visual eHMIs can communicate information with the highest density and in more 

detail compared to haptic, acoustic or body language eHMIs (Bengler et al., 2020). So, visual 

eHMIs should be pursued. Apart from visual text-based eHMIs, the application of icons 

seems promising: Research on icon-based traffic signs and digital icons indicates that they 

are effective after some training because their meaning gets more familiar over time 

(Goonetilleke et al., 2001). They are legible from far distance (Rettenmaier et al., 2020) and 

do not exclude persons who cannot read a certain language. Research on whether the findings 

by Eisma and colleagues generalize to eHMI icons therefore seems warranted. As their 

cognitive load task did not induce visuospatial load, which is prominent in traffic (Dommes, 

2019), we conducted a conceptual replication employing a visuospatial cognitive load task 

and nonverbal eHMI icons. 

METHODS 

In the following the participants, apparatus and stimuli, procedure as well as the measures 

and analysis are described.  
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PARTICIPANTS 

Participants were recruited via e-mail, social networks (Facebook, LinkedIn etc.), and via 

the participant pool of Technische Universität Dresden. In total, 85 participants completed 

the experiment. 50 were female (59 %) and 35 were male (41 %). Their age ranged from 

18 to 78 years (M = 36.4, SD = 17.0). Knowledge of the German language was required to 

understand the instructions. Informed consent was obtained from all participants. 

Undergraduate psychology students received course credit for the participation.    

APPARATUS AND STIMULI 

An experiment was programmed and conducted online using LabVanced (Finger et al., 

2017). A dual task paradigm was applied. The participants’ primary task was to indicate 

whether it was safe to cross in reaction to still images of an AV that was equipped with one 

of six eHMI icons. Three different icons which represented different perspectives (cf. Figure 

1, left) were designed: An egocentric perspective, which signalled from the pedestrian’s 

point of view (i.e., “You, the pedestrian, can cross/not cross”), an allocentric perspective, 

which signalled from the point of view of the vehicle (i.e., “I, the vehicle intend to yield/do 

not intend to yield”), and an ambiguous perspective that could be interpreted from both 

perspectives. A crossed-out version of each icon was designed to ensure that one version of 

every icon messaged that the AV was yielding and another one that it was not yielding. This 

added up to six icons in total. In three pretests, the six eHMIs were iteratively adapted to 

achieve similar levels of comprehension accuracy and speed irrespective of their perspective 

and message. The final icons were attached to a vehicle, which drove on the driving lane of 

a parking lot (cf. Figure 1, right). The camera angle of the image was from the pedestrian’s 

point of view and depicted an AV that seemed to drive towards the pedestrian. The eHMI 

icon was placed on the grill of the AV as this area is in the pedestrians’ visual focus (Dey et 

al., 2019). A driver was not included because fully automated vehicles do no longer 

need/allow human intervention (SAE, 2021). The participants were instructed to imagine 

they want to cross in front of the AV and to decide as quickly as possible whether they can 

cross or not. At the start of the primary crossing the question “Can I go?” and a short reminder 

that clicking F = yes and J = no appeared on the screen. Then, the image depicting the AV 

with an eHMI was shown and participants indicated whether they can go or not. 

Consequently, the image disappeared, and the screen was blanked. Altogether, this sequence 

lasted 8000 ms independently of the time until a key was pressed.  

The secondary task was to perform a visuospatial delayed match-to-sample working 

memory task. It consisted of a memory and a recognition task. For the memory task, a white 

dot was displayed in one of 20 possible positions on a 4 x 5 grid for 1000 ms. Participants 

had to remember either zero (low cognitive load), three (medium load), or six positions (high 

load) and maintain them for the following recognition task. The levels of cognitive load were 

chosen based on earlier research to ensure that the task was cognitively demanding but not 

too difficult (Höller-Wallscheid et al., 2017). The recognition task started with the question 

“Which position is novel?”. White dots with numbers written on them were simultaneously 
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presented in trials. These dots appeared on the 4 x 5 grid in all of the previously presented 

positions apart from one dot, which was shifted by one box. Participants had to identify this 

dot. They responded by pressing the respective number on their keyboard. There was no time 

limit for this recognition task. The time span of maintaining the spatial cues of the memory 

task was 15.2 s. 

PROCEDURE 

After the introduction, informed consent, instruction, and practice trial, participants 

performed the 18 main experimental trials (6 eHMIs x 3 levels of cognitive load). The order 

of the trials was completely randomized. Each trial had a fixed combination of the two factors 

which were the primary interpretation task and the secondary visuospatial memory task. 

Hence, the trials per se were the same for every participant. The participants’ primary 

interpretation task was embedded in the secondary visuospatial memory task. Each trial 

under medium and high cognitive load started with the memory task: The respective white 

dots were shown. The primary interpretation task in reaction to the eHMI followed. Then, 

participants performed the recognition task of the secondary visuospatial memory task. At 

the end of each trial, participants were asked about their subjective cognitive load on a scale 

from 1 = very low effort to 10 = very high effort. This question marked the end of one trial 

and participants could take a short break. After all 18 main experimental trials, the 

participants rated the clarity of each of the eHMI icons subjectively without time pressure 

(1 = very low to 10 = very high). 

                 
Figure 1. Left: The six eHMI icons arranged by perspective and message. Right: A sample screenshot 

of the base-image used in the experiment showing one of the icons. 

MEASURES AND ANALYSIS 

The participants’ interpretation of the eHMIs, the response time, subjective clarity ratings, 

and subjective cognitive load were measured. The subjective cognitive load was measured 

to confirm that the manipulation of cognitive load worked as intended. As proposed by Eisma 
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and colleagues, an objective clarity score was calculated to make the clarity of each eHMI 

icon comparable with each other. The objective clarity score depended on the participants’ 

crossings: Objective clarity score (in %) = | 2 x (share of correct answers in % - 50 %) |. As 

there is no correct answer for ambiguous icons, the share of the predominant answer was 

used instead of the correct one (Eisma et al., 2021).  A score of 0 % indicates that the message 

is very unclear (meaning that half of participants understood that they can cross, and the 

other half understood the opposite). As data did not meet the assumption of normal 

distribution, nonparametric tests were applied. Pairwise comparisons were corrected by 

Bonferroni corrections for multiple comparisons. 

RESULTS 

The objective clarity scores of the six eHMI icons are depicted in Table 1. As can be seen, 

objective clarity was highest for the egocentric, lower for the allocentric, and lowest for the 

ambiguous eHMIs. The objective clarity scores were higher for the yielding compared to the 

non-yielding messages for all three perspectives.  

Table 1: Objective clarity scores for each eHMI. 

 eHMI 
 Egocentric  Allocentric  Ambiguous 
 Yielding Non-yielding  Yielding Non-yielding  Yielding Non-yielding 

S 95 % 93 %  51 % 40 %  22 % 17 % 

Note. The score could range from 0 % (= objectively very unclear, random decisions) to 

100 % (= objectively very clear, exclusively correct decisions). 

Regarding the subjective clarity, scores were descriptively highest for the egocentric eHMIs. 

See Table 2 for an overview of the subjective clarity scores. A nonparametric Friedman test 

indicated a significant difference in the subjective clarity ratings for the six different eHMIs, 

² (5) = 199.07, p < .001. Pairwise comparisons revealed that the subjective clarity scores 

for the egocentric eHMIs were significantly higher than the score for the allocentric and 

ambiguous perspective, all p < .001. There was no significant difference between the 

ambiguous and allocentric eHMIs. Pairwise comparisons between the subjective clarity 

scores for different eHMI messages, but within one perspective, were only significant for the 

comparison between the ambiguous yielding and non-yielding eHMI, with a higher clarity 

score for the yielding eHMI, p < .05.   
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Table 2: Subjective clarity scores for each eHMI. 

 eHMI 
 Egocentric  Allocentric  Ambiguous 
 Yielding Non-yielding  Yielding Non-yielding  Yielding Non-yielding 

M 9.26 8.55  5.15 3.95  5.34 3.87 

SD 1.98 2.29  3.15 2.65  3.17 2.61 

Note. Subjective clarity scores could range from 1 = very low to 10 = very high.  

As can be seen in Table 3, response time (RT) was shorter for yielding than non-yielding 

messages. According to a nonparametric Friedman test, there were significant differences in 

RT between the six eHMIs, ² (5) = 164.60, p < .001. This difference was significant for the 

egocentric (p < .05) and the ambiguous (p < .001) but not the allocentric eHMI perspective, 

p =.116. Pairwise comparisons revealed that response times for the egocentric yielding eHMI 

were shorter than the other perspectives (p < .001), the egocentric yielding eHMI being the 

overall shortest. Significant differences for the response times between allocentric and 

ambiguous eHMIs were only found when comparing yielding with non-yielding eHMIs of 

these perspectives, p < .01.  

Table 3: Mean response times for each eHMI perspective and message. 

 eHMI 
 Egocentric  Allocentric  Ambiguous 
 Yielding Non-yielding  Yielding Non-yielding  Yielding Non-yielding 

M 1703 2009  2593 3057  2345 3028 

SD 755 969  1176 1405  1044 1445 

Note. Mean response times in ms could range from 0 to 8000 ms. 

Regarding cognitive load, there were no significant differences in objective clarity between 

the three levels. Pairwise comparisons of the response times between the levels of cognitive 

load were also nonsignificant (all p > .05) although an initial test showed that the response 

times significantly differed between the three levels, ² (2) = 7.08, p < .05. Nevertheless, 

there was a trend that response times were longer under low (M = 2551 ms, SD = 982 ms) 

than under high (M = 2392 ms, SD = 897 ms; p = .052), and medium cognitive load 

(M = 2438, SD = 1046 ms; p = .078). 

DISCUSSION 

The aim of this study was to investigate which messages and perspectives of eHMI icons are 

understood best. Furthermore, it was tested whether there are differences in the participants’ 
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understanding of the eHMIs when they are cognitively loaded. Our results indicate that 

pedestrians understood those eHMI messages better and faster that tell them to cross the 

street than those that instructed them not to do so. In terms of perspective, eHMIs that directly 

referred to the behavior that is expected from the pedestrian were considerably better 

understood than those that referred to the AV’s behavior or were ambiguous. There was no 

difference between the latter two regarding understandability. This pattern manifested in 

objective (interpretations, response times, objective clarity) as well as subjective measures 

(subjective clarity). These results are in line with previous research (Bazilinskyy et al., 2019; 

Eisma et al., 2021). Furthermore, the subjective and objective clarity ratings we identified 

for eHMI icons that refer to the behaviour that is expected from the pedestrian, were very 

similar to the ones Eisma and colleagues report for their text-based eHMIs (Eisma et al., 

2021). This is probably due to the instructive character of these eHMIs (Bazilinskyy et al., 

2019). Moreover, cognitive load did not influence the understanding. Interestingly, we 

replicated the previously observed trend that eHMIs were understood faster under high 

cognitive load. We initially figured that this finding might be due to the nature of the original 

task which did not induce visuospatial load (Eisma et al., 2021). Consequently, cognitive 

load should not be considered a central concern in eHMI research and design. However, we 

cannot preclude possible effects of other forms of distraction, like concurrent visual 

multitasking. Additionally, one should note that our findings are limited by the fact that we 

used still images. They lacked movement, which is an important factor in crossing decisions 

of course. 

Overall, we conclude that eHMI icons might be understood as correct and quick as text-

based eHMIs. We advise caution regarding eHMIs that communicate that the AV is not 

yielding / that the pedestrian cannot cross. This study corroborates previous evidence that 

eHMIs that refer to the behavior that is expected from the pedestrian (rather than the AV’s 

own behavior) are understood best. Further, eHMIs are understood equally correct and quick 

even when the observer is cognitively loaded.  
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