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ABSTRACT 

In an offline kanji handwriting detection and recognition system, the ability of the 

neural network to correctly recognise each handwritten character within a document 

tends to be a significant problem. However, the present state-of-the-art neural 

network adopted for the object detection task settle for the object location principle 

but cannot achieve complete detection and lacks the proper use of an activation 

function. Also, there appears to be a lack of research focusing on developing an 

activation function that can perfectly enhance the learning ability of an artificial 

neuron used in a deep neural network model. Therefore, this research paper presents 

a visual evaluation between monotonic and non-monotonic activation function 
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performance effect on a neural network. The results obtained show that the non-

monotonic activation functions outperformed the monotonic activation function by 

achieving a fast speed for detection and recognition of the kanji handwritten 

characters. 

Keywords: Kanji handwriting document, Activation function, Convolutional Neural 

Network 

INTRODUCTION 

It has been noted from previous research by scholars from the computer science field 

that researchers in the neural network have long investigated biological science for 

inspiration towards the development of neural network models (Cox & Dean 2014). 

Therefore, the idea of perceptron came into existence due to its description as a single 

neuron model, which is an antecedent to a more extensive neural network. For 

knowledge acquisition with a neural network, specific activation functions are 

implemented within each layer. The non-linearity of a neural network is obtained 

because of the activation function when the weights of the inputs are summed and 

passed out of the neuron. The presence of an activation function in a neural network 

enables deep neural networks to learn a complex task. However, most of the existing 

activation functions are differential and continuous apart from the rectified unit at ‘0’ 

(Shanmugamani 2018). The activation function would appear differential when its 

derivative appears at all points within the domain. It would appear continuous when 

every little change in input would create a slight change in the output. Therefore, to 

have a robust neural network that can learn non-exclusive classes (i.e. multi-label 

classification) and correctly recognise and detect the actual object type, the proper 

activation function should be implemented within the neural network’s hidden and 

feature extraction layers. 

    However, the offline handwriting kanji document dataset was used to achieve this 

research towards multi-classification of objects not minding the location. 

Handwriting is a skill that everyone learns from a tender age and has distinct 

fundamental characteristics. It consists of an artificial graphical mark written on a 

surface used for communication. It serves as a medium that helps transfer 

information; thereby, the purpose is achieved by the graphical marks that are 

conventionally related to a language (Plamondon & Srihari 2000). The act of writing 

has been considered to have made communication and historical transfer of 

knowledge possible between cultures and civilisations (Plamondon & Srihari 2000). 

Each script has symbols known as characters of letters, with specific basic and 

different shapes for identification. There are rules for combining letters to represent 

higher-level linguistic units. Handwriting character recognition is a technology 

widely used in the modern world, but it still has some critical challenges. In recent 

years, handwriting recognition has been one of the foremost fascinating and 

complicated research areas within image processing and pattern recognition. 

Therefore, this research aims to achieve the complete cognitive ability of a deep 

neural network model for offline kanji handwriting documents. To this end, the 

selected neural network model must detect, recognise, and contextualise handwriting 
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object types on an offline kanji document to achieve a complete cognitive 

performance of the deep neural network model. This paper investigates the use of 

non-monotonic activation function (HardSwish, Mish) and monotonic activation 

function (Leaky-Relu) for offline multiclassification handwritten document task 

using visual evaluation for speed and number of characters detected and recognized 

using each activation function. The investigation was done with the use of YOLOv5 

deep neural network model to compare the performance of these activation function 

concern which is best to be used for vision related task. 

RELATED WORKS 

After 1951, more inventions have appeared with improved algorithms for optical 

character recognition; but problems still exist with unusual characters set, font and 

documents of poor quality. Researchers like Graves et al, 2009 (Graves & 

Schmidhuber 2009), combined two recent innovation from the ideology of the neural 

network towards achieving the aim of their research. They combined 

multidimensional recurrent neural network and connectionist temporal classification 

to introduce a globally trained offline handwriting recognizer that takes raw pixel data 

as input. Unlike the competing systems, it does not require any alphabet specific pre-

processing stage and can be used for any language. The evidence of its generality and 

power is provided by the data obtained from an Arabic recognition competition, 

where it outperformed all entries even though neither of the authors understood 

Arabic (Graves & Schmidhuber 2009). Another amazing research work that was 

carried out in this field is the work by Yuan et al, 2012 (Yuan et al. 2012). Aiquan et 

al made use of a modified LeNet-5 convolutional neural network which they 

implemented on an offline handwritten English character recognition system. The 

system had a unique setting for the number of neurons in each layer and ways in 

which some layers are connected. The output of the convolutional neural network are 

then set with error correcting codes; thus the convolutional neural networks can reject 

recognized results. For training of the convolutional neural network, they developed 

an error sample-based reinforcement learning strategy. However, the experiments are 

evaluated using the UNIPEN lowercase and uppercase datasets to achieve a 

recognition rate of 93.7 percent for uppercase and 90.2 percent for lowercase 

respectively(Yuan et al. 2012). The research carried out by Wu et al, 2014 focused 

on the convolutional layer of a CNN network architecture. They informed that 

relaxation convolution layer adopted in their R-CNN does not require neurons within 

a feature map to share the same convolutional kernel. Therefore, unlike the traditional 

convolutional layer, endowing the neural network with more power would increase 

the model’s accuracy. When relaxation convolution sharply increases the total 

number of parameters in the proposed network structure, the adopted alternate 

training in ATR-CNN regularizes the neural network during the training procedure. 

They informed that their previous CNN took first place in the Chinese handwriting 

character recognition competition. At the same time the ATR-CNN which is the 

present network developed by his team, outperformed their previous one and achieves 
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state-of-the-art accuracy with an error rate of 3.94 percent, further narrowing the gap 

between machine and human observers (Wu et al. 2014). A deep convolutional neural 

network method for HCCR was proposed by Zhuo et al 2015. Their proposed method 

uses four inception modules to construct an efficient deep network (Zhong et al. 

2015). They adopted three types of directional feature map which are gabor, gradient, 

and HoG feature maps. This directional feature map were used to enhance the 

performance of GoogleLeNet. They evaluated their proposed network with the 

ICDAR 13’ offline HCCR dataset. The obersavtion informed their network was 

superior in terms of both accuracy and storage performance for single and ensemble 

CNN models with an error rate of 3.26 percent (Zhong et al. 2015).  

METHODOLOGY 

The origin of the Yolo neural network model architecture was inspired by GoogleNet 

(Redmon & Farhadi 2017). Also, the Yolo neural network model has obtained 

recognition as one of the most outstanding achievements in the field of real-time 

object detection and recognition using a deep neural network model. From the 

research publication by Huang et al. 2017 (Huang et al. 2017), the information 

obtained informed that the Yolo deep neural network model is known to convert 

object detection task on localization and classification into regression task (Alganci 

et al. 2020). It was also known to perform prediction for the final output from tensor 

obtained after down-sampling of the image data. However, it performs the same steps 

as the region of interest pooling layer of the faster-rcnn model when it obtains tensor 

from the down-sampling image data. In this research YoloV5 model which is the 

current version of the Yolo model family was used to evaluate the performance of the 

selected activation function. The architecture for the YoloV5 neural network as 

shown in Figure 1, consists of three essential parts like its predecessors. These parts 

are model head, model neck, and model backbone. The model backbone adopts the 

bottleneck cross-stage partial network which enhance and enrich the features 

extracted form an input data, while the model neck adopts a Path aggregation network 

which helps with object scaling. The model head used in this architecture is the same 

as the YoloV4 whereby the primary purpose is to perform the final detection using 

anchor box. 

ACTIVATION FUNCTION SELECTION 

In a deep neural network, when obtaining the output of a node, a thing function is 

used thereby describing this function as one of the building blocks in a neural 

network. This thing function is called an activation function and it can be monotonic 

and non-monotonic in suppressing irrelevant data information (i.e. adjusting the 

gradient information). An activation function tends to output a small value for small 

data input and a large output value when input data exceeds a specific threshold. 
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                                   Figure 1. YoloV5 Neural Network Architecture 

 

Therefore, an activation function would only fires when the input data is large just 

like the action potential life cycle(Molecular Devices 2020). For a neural network to 

learn a difficult task such as image recognition, non-linearities would be introduced 

by using an activation function. The output from an activation function of a neuron is 

passed onto the next layer and the process is repeated all through the layers of the 

neural network. Therefore, the simple understanding of an activation function effects 

in neuron informs that it calculates the weighted sum of the input data, adds bias, then 

decides either to fire or not. 

The selection of a good activation function impacts the neural network dynamics 

both in training and testing (Ramachandran et al. 2017). Currently, the widely-used 

activation function in the hidden layer of object detection and recognition neural 

network architecture is the Leaky-Relu which is classified as a monotonic type of an 

activation function(ProgrammerSought n.d.)(Ultralytics 2020). A monotonic type of 

activation function is either entirely non-decreasing or non-increasing (Szandała 

2021). For the non-monotonic type of activation function, HardSwish and Mish 

activation function were evaluated visually using the synthetic kanji handwriting 

dataset. The HardSwish activation function is a variant of the Swish activation 

function (ProgrammerSought n.d.). The HardSwish has a faster computation power 

because its algorithm does not have an exponential calculation (Ramachandran et al. 

2017) as Swish does. On the other hand Mish activation function has been recorded 

to outperform Swish activation function (Zhang et al. 2019). The Mish activation 

function is bounded below and unbounded above same as the HardSwish activation 

function but at the moment there appears to be no research to evaluate the 

performance for both type of non-monotonic type of activation function. 

RECORD OF EXPERIMENTS 

This section presents the dataset generated for the research and results of the 

experiment performed after adopting either of the activation function into the 

architecture of the neural network. The adopted techniques requires the use of these 

activation function independent use of each other in the architecture of the YoloV5 

neural network model. This experiment involves the use of three thousand different 

type of handwritten character to create the synthetic generated kanji handwritten 

document dataset. In other to have a robust dataset, augmentation steps were adopted 
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at the pre-processing and post processing stages of the dataset. Figure 2 presents a 

visual representation of the generated synthetic document used for training the neural 

network. 

 

                   Figure 2. Generated Synthetic Kanji Handwriting Document Dataset 

EVALUATION OF TRAINING RESULTS 

Before training the YoloV5 neural network model, three case-samples for training 

were made. Each case-sample adopts the use of either Leaky-Relu, HardSwish, or 

Mish activation function within the hidden and feature extraction layer of the neural 

network architecture. Precision and Recall was used as the evaluation metrics for each 

case-sample during training. The precision metrics would help to determine how 

accurate the model predictions would be and the recall metrics would help to 

determine how well the model performs towards detecting all the positive case. Table 

1 presents the evaluation for each case-sample using the mean average precision 

while Table 2 present the evaluation results based on the precision and recall metrics. 

The mean average precision is computed by taking the average of all the classes (3000 

classes) used to training the model. 

Table 1: Mean average precision of the activation function obtained during training 

Activation Functions mAP@0.5 mAP@0.5:0.95 

HardSwish 95.6% 93% 

Mish 92.3% 86.3% 

Leaky-Relu 86% 76.7% 

 
Table 2: Evaluation of the activation function obtained during training 

Activation Functions Precision Recall 

HardSwish 75.6% 95.4% 

Mish 69.3% 92.2% 

Leaky-Relu 76% 81.4% 

 

During the testing stage using the inference graph obtained from case-sample of each 
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activation function within the architecture of YoloV5, it shows visually base on 

computation time that the HardSwish outperformed the Mish and Leaky-Relu 

activation function in performing multiclassification task. Unlike the paper on faster-

rcnn (Adole et al. 2020) that uses linear activation for the bound-box regression and 

was not able to achieve complete detection and recognition. Table 3 shows the 

inference time of classes correctly detected and recognized. During testing and 

evaluation the observation made informs that, the inference speed varies due to the 

computers processing power, the size of the image file, and the number of classes 

detected and recognized. 

 

Table 3: Inference Time during testing on seven images 

Activation Functions Inference Time(s) for 7 images 

HardSwish 0.574 

Mish 0.523 

Leaky-Relu 0.584 

 

CONCLUSIONS 

This paper presents the visual performance comparison of the Leaky-Relu, Mish, and 

HardSwish activation function in a deep neural network architecture to enhance 

learning a new task. It compares there performance towards multiclassification when 

more than a thousand classes are involved. Observation from the experiment results 

presents, the use of a deep neural network model to predict characters on offline 

handwritten documents for detection and recognition tasks is a means of answering 

the research question in the field of document recognition and detection. The dataset 

used for the experiment is a synthetic document generated for the task of 

multiclassification. It was observed that the choice of activation function within 

architecture of the feature extraction layer, also has a significant impact on the 

accuracy and speed of processing. As shown with the aid of the evaluation and testing 

result presented, the HardSwish activation function improved the detection and 

recognition ability when tested in real-time compared to the others. Therefore, 

enabling the achievement of a complete and accurate multiclassification in the field 

of offline kanji handwriting document detection and recognition. 
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