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ABSTRACT 

Coaching via chatbots can be classified as digital self-coaching. At TH Köln, an AI-

based StudiCoachBot is currently being developed and implemented. The research 

focus is on investigating effectiveness factors in human-machine-coaching, 

especially in the working alliance. An interaction script for the coachbot was 

developed. The concept of self-disclosure was selected as an effectiveness factor, 

operationalized and its effectiveness compared to the self-developed concept of 

information disclosure. The use case is student coaching on the topic of exam anxiety. 

The Conversational AI Rasa was selected as suitable system architecture. The 

effectiveness of chatbot coaching was investigated in a study with ten students using 

a questionnaire. The results show that chatbot coaching is already well accepted in its 

current form. Information disclosure of a coachbot shows higher effectiveness in 

establishing a working alliance than self-disclosure of a chatbot. The study 

contributes to the effectiveness of digital self-coaching tools. 
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INTRODUCTION 

Coaching no longer takes place only face-to-face but is also practiced digitally, 

including self-coaching via chatbots (Kanatouri, 2020). It also represents an 

important didactic tool for reflecting on learning and working processes at 

universities (e.g. Mai, 2020). Here, it is increasingly important to make reflection 

processes scalable for a large number of students, such as in mechanical engineering. 

Feedback can be made more individualized and process-oriented through the use of 

digital and AI-based technologies. Such technologies can also stimulate self-coaching 

processes (e.g. Terblanche, 2020; Graßmann and Schermuly, 2020).  

The Faculty of Process Engineering, Energy and Mechanical Systems at TH 

Köln/University of Applied Sciences successfully works with proven coaching 

formats in higher education. On this basis, reflection conversations are made scalable 

by implementing a coaching chatbot. An AI-based StudiCoachBot is currently being 

conceptualized and developed to deepen students’ self-reflection processes on 

learning and working strategies in a coaching process (Mai and Richert 2021). As 

part of a Ph.D. project the coaching processes between AI coaches and students are 

being investigated (Mai and Richert 2020). 

RELATED WORK & RESEARCH QUESTION 

One of the central effectiveness factors in coaching is the development of a 

sustainable working alliance in the process (Künzli, 2019; Lippmann, 2013; Lindart, 

2016). Therefore, the focus of this study is on investigating effectiveness factors in 

the working alliance between coachbot and human coachee. In particular, the concept 

of self-disclosure (Berninger-Schäfer, 2018) is selected as an effectiveness factor, 

operationalized, and compared with the self-developed concept of information 

disclosure (based on Gremler and Gwinner, 2008). Studies in human-machine 

interaction demonstrate (reciprocal) self-disclosure (Kang and Gratch, 2011; Lee et 

al. 2020). To assess the working alliance from the coachee’s perspective, the German 

short form of the Working Alliance Inventory, WAI-SR (Wilmers et al. 2008) 

represents an established set of items. 

User-centered design research investigates the influence of chatbot personalities 

on user experience. Studies show that the personality of a chatbot can improve the 

consistency of the user experience. A chatbot’s personality can have a significant 

positive effect on user experience depending on context, chatbot task, and user group 

(Smestad and Volden, 2019). 

The following research question emerges: What are the impact of a coaching 

chatbot’s information disclosure and self-disclosure on the student’s perceived 

satisfaction and effectiveness of the coaching process as well as on the perceived 

personality of the coachbot? 
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RESEARCH DESIGN 

Preliminary Work & Pre-Studies 

As the use case for the StudiCoachBot, the topic of exam anxiety was chosen. Based 

on intervention techniques of systemic coaching (Schlippe and Schweitzer, 2016) as 

well as oriented on coaching process steps from literature (Berninger-Schäfer, 2018), 

an interaction script for the coachbot has been developed. Ressource-oriented and 

solution-focused coaching questions were implemented (e.g. for goal setting: “How 

would you know your exam anxiety is gone?”). Moreover, either self-disclosure or 

information disclosure statements from the chatbot were inserted into the script. 

These were placed before each of the coaching questions. It was decided that the 

chatbot should either talk about its own experience with exam anxiety (self-

disclosure) or reveal the same or similar information, just not from the chatbot’s 

perspective (information disclosure) (Mai et al. 2021). 

The chatbot dialog concept was tested in a Wizard-of-Oz setting with 12 

engineering students, including a chatbot coaching as well as a survey and interview. 

The results show that students disclosed themselves to the chatbot. Information 

disclosure showed even more positive effects than self-disclosure and seemed to be 

sufficient. The results further indicate that chatbot coaching in its current form is 

already well-received by students. By having the coaching done by a machine, 

students find it easy to open up. There is a great willingness to use it (Mai et al. 2021).   

In a second step, a suitable system architecture for implementing the validated 

interaction script was selected (Mai et al. 2022). With Rasa (2020) a Conversational 

AI was chosen. The basis of Conversational AI chatbots is machine learning. Based 

on artificial intelligence, it enables them to learn and make connections on their own. 

The more data they receive, the better they perform (Brandão and Wolfram, 2018).  

Experimental Design 

The experimental design of this study consists of a combination of chatbot coaching 

with the developed and programmed coaching chatbot and a survey. A questionnaire 

was used to capture the student’s perceived satisfaction and effectiveness of the 

coaching process as well as the coachbots personality (see Table 1). Ten students 

participated in two groups (information disclosure / self-disclosure). Coaching on the 

topic of exam anxiety was chosen as the use case. In both groups, the students were 

coached by the coaching chatbot via chat, but the coachbot in one group disclosed 

personal information about itself (self-disclosure) before the coaching questions, 

whereas in the second group it only disclosed general information. 

Table 1: Categories and operationalized questions to evaluate the StudiCoachBot 

Category Question 

Coachbot Is it important to you that a coachbot has its own personality?   
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personality Did you feel that the coachbot had its own personality? 

How open was the coachbot? 

  

 

Satisfaction 

How enjoyable did you find the chatbot coaching? 

How helpful did you find the conversation with the coachbot? 

How would you rate the overall coaching conversation? 

  

Effectiveness:  

Working 

Alliance 

How would you rate the relationship between yourself and the coachbot? 

Would you apply or use the coachbot’s suggestions and tips? 

Have you gained more clarity about your exam anxiety? 

Do you think talking to the coachbot will help you lower your exam 

anxiety? 

Comment Area 

 

To assess the participants’ perceived effectiveness and satisfaction with the chatbot 

coaching as well as perceived chatbot personality, the questionnaire results were 

analyzed using statistical methods. First, the sociodemographic data of the subjects 

were analyzed. Second, the individual responses to the items/questions were 

evaluated according to their frequency. For this purpose, the categories from “rarely” 

to “always” were converted into numerical values from one to five and the arithmetic 

mean was formed. Furthermore, the statements in the comment section of the 

questionnaire were evaluated. 

RESULTS & DISCUSSION 

Sample Description 

Ten students participated in the experiment, five of whom interacted with the self-

disclosure coaching chatbot and five of whom interacted with the information 

disclosure chatbot. Six trial participants were male and four were female. The age of 

the subjects ranged from 20 to 32 years, with an average age of 25. All subjects came 

from different bachelor’s and master’s degree programs, with half of the subjects 

enrolled in engineering science majors and the other half in social science majors. 

In addition, the sample can be described according to the strength of the students’ 

exam anxiety. On a scale from 1 = very low to 10 = very high, the average exam 

anxiety of the subjects was M=5.6. The minimum of test anxiety was three and the 

maximum was eight. In the group with self-disclosure, the subjects had higher exam 

anxiety (M=6.0) than in the group with information disclosure (M=5.2). 

Evaluation of the Questionaire 
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The evaluation of the results in the category coachbot personality shows that the 

values for the chatbot with information disclosure are significantly higher (M=3.5) 

than in the group with self-disclosure (M=2.7). Thus, the subjects who interacted with 

the coachbot with information disclosure feel more strongly that the coachbot has a 

personality of its own than the subjects in the group with self-disclosure. Only on the 

question of the openness of the coaching chatbot (Question 3) are the scores identical 

in both groups (see Figure 1). 

Furthermore, the subjects in the group with information disclosure are 

significantly more satisfied with the coaching chatbot (M=3.2) than in the 

experimental group with self-disclosure of the coaching bot (M=2.5). 

Also with regard to the perceived effectiveness of the chatbot coaching, the 

chatbot group with information disclosure shows higher values (M=2.95) than the 

group with self-disclosure (M=2.05). What is striking is the different evaluation of 

the two groups with regard to the question: “Would you apply or use the coachbot’s 

suggestions and tips?” (Question 8). Here, the coachbot with information disclosure 

achieves a significantly higher agreement (M=4.2) compared to the coachbot with 

self-disclosure (M=2.2) (see. Figure 1). 

 

Figure 1: Perceived satisfaction and effectiveness of the coaching process as well as perceived 

StudiCoachBots personality (N=10) on a scale from 1-5. 

Evaluation of the Comment Area 

The results from the questionnaire are supported by the statements in the comment 

area. The test subjects state that the coaching chatbot (with information disclosure) 

provides assistance for self-reflection: “Yes, you can think about your problems better 

and get suggestions on how to improve them.” The resource-oriented coaching 

questions seem to have a positive influence on the subjects: “It reminds you of 

important points to fight anxiety because many points like positive feedback you 
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quickly forget and only focus on negatives. The conversation makes you think back 

to those situations.” 

However, in the statements in the comment area also criticism on chatbot 

coaching can be found. The main points are that the conversation seems quite “rigid” 

and that the coachbot cannot react individually to the user: “The chatbot seems 

somewhat ‘stiff’ and therefore answers like a typical computer. The questions and 

answers seem predetermined. However, this may also be due to the bot’s development 

stage.” Or: “The bot did not really respond to my answers, always ‘told’ something 

directly and then asked the next question.” 

Discussion 

About all question categories, the coaching chatbot with information disclosure 

performs better than the chatbot with self-disclosure: The test subjects are more 

satisfied with the coaching by the chatbot with information disclosure and perceive 

the conversation as more effective than with the self-disclosure coachbot. They also 

attribute more of a personality to the information disclosure chatbot than to the self-

disclosure chatbot: “The easy-going nature of the bot is well received, so the feel-

good factor is present.”  

These findings are consistent with the results from a study by Mai et al. (2021) in 

that the disclosure of general information (information disclosure) seems to be 

sufficient and the perceived effectiveness and satisfaction is higher than when 

interacting with a self-disclosure coachbot. However, the results contrast with the 

findings of previous research in which a machine’s self-disclosure had a positive 

effect on the working-alliance-like constructs of copresence and social attraction 

(Kang and Gratch, 2011), as well as enjoyment, intimacy, and trust (Lee et al. 2020). 

The reason can be seen in the different construction of the test groups. In the test 

groups of the studies of Kang and Gratch (2011) and Lee et al. (2020), self-disclosure 

was compared to not disclosing any information at all. Here, self-disclosure was 

compared to information disclosure, which seems to build a better alliance. 

Further, the results of this study show that chatbot coaching already supports 

students in its current form to reflect on their exam anxiety. This result is consistent 

with findings from technology acceptance studies on chatbot coaching. These studies 

are underrepresented so far. They suggest that chatbot coaching is accepted – even in 

early development phases – as long as robust system architectures and coaching 

frameworks are used in chatbot design (Terblanche and Cilliers, 2020). 

The criticism of chatbot coaching, that the conversation seems too rigid and that 

users would have liked individual responses, can be better classified with a look at 

the technical implementation of the coachbot. The use of Conversational AI for 

chatbot coaching is very complex. Training effort and time are high and long. 

However, it offers many advantages for the student coaching use case once such a 

system is sufficiently trained. Chatbot developers can trigger the self-learning process 

of the chatbot system in a more individualized and process-oriented way by an 

increasing amount of training data. The system begins to understand the user’s free 

text input, learns to respond individually to user input and select different conversion 
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paths. As one test person put it: “As soon as the chatbot has more info to point out 

‘realistic’ solutions to problems, or the possibilities it has entered into the database or 

gained from it, the chatbot will be an even better help!” 

Limitations, Future Research & Design Implications 

The present study is accompanied by some limitations. The sample is very small with 

ten test persons, so that the results only show initial tendencies and are to be regarded 

as explorative. In a study with a larger sample, the results need to be verified. In 

addition, the Conversational AI chatbot is still in an early development phase, which 

could have an influence on the results. This results in the following design 

implications: Both the technical and the conceptual development of the 

StudiCoachBot are central aspects that cannot happen separately, but only 

interdisciplinary hand-in-hand between developers, chatbot designers and coaching 

experts. 

In the next step, the AI-based StudiCoachBot will be further trained and the results 

of this study are to be verified in a study with a larger sample. Further effectiveness 

factors in the working alliance in human-machine coaching will also be investigated 

(e.g., the influence of the interaction method of the coaching chatbot; results of a 

preliminary study can be found in Mai et al. 2022). It will also be interesting to 

examine which conversation paths users use. The chat histories can be examined for 

this purpose. 

CONCLUSION 

The results of this study show that the perceived satisfaction and effectiveness of 

chatbot coaching can be classified as rather high overall. They suggest that chatbot 

coaching, in its current form, already helps students reflect on their exam anxiety and 

is already well received by students. They obviously find it easy to open up to a 

machine in coaching and show a great willingness to use a coaching chatbot. 

The results further indicate that the disclosure of general information seems to be 

sufficient and that the perceived effectiveness and satisfaction is higher than with a 

self- disclosing chatbot. That means, within the framework of these studies, another 

effectiveness factor in chatbot coaching – namely information disclosure – could be 

discovered and developed. 

The conducted study is interdisciplinary at the interface of coaching effectiveness 

research and rapport/bonding research in human-machine interaction. The results are 

transferable to other areas of human-machine interaction. The working alliance, 

personality, as well as disclosure factors could also have an impact in other domains, 

such as in the use of care robots or other sensitive communication domains. 
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