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ABSTRACT

With the spread of Major Depressive Disorder, otherwise known simply as depression,
around the world, various efforts have been made to combat it and to potentially reach
out to those suffering from it. Part of those efforts includes the use of technology, such
as machine learning models, to screen a potential person for depression through vari-
ous means, including social media narratives, such as tweets from Twitter. Hence, this
study aims to evaluate how well a pre-trained DistilBERT, a transformer model for natu-
ral language processing that was fine-tuned on a set of tweets coming from depressed
and non-depressed users, can detect potential users in Twitter as having depression.
Two models were built using the same procedure of preprocessing, splitting, tokeni-
zing, training, fine-tuning, and optimizing. Both the Base Model (trained on CLPsych
2015 Dataset) and the Mixed Model (trained on the CLPsych 2015 Dataset and a half
of the dataset of scraped tweets) could detect potential users in Twitter for depression
more than half of the time by demonstrating an Area under the Receiver Operating
Curve (AUC) score of 65% and 63%, respectively, when evaluated using the test data-
set. These models performed comparably in identifying potential depressed users in
Twitter given that there was no significant difference in their AUC scores when sub-
jected to a z-test at 95% confidence interval and 0.05 level of significance (p = 0.21).
These results suggest DistilBERT, when fine-tuned, may be used to detect potential
users in Twitter for depression.
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INTRODUCTION

Major Depressive Disorder, simply known as depression, is a mental health
condition that affects a significant portion of the global population. Various
efforts have beenmade to address the burden of depression by potentially rea-
ching out to those suffering from it. However, the utilization of mental health
programs remains low due to the inaccessibility of mental health services and
the social stigma attached to seeking mental help.

A possible way to reach people afflicted with depression is through social
media, wherein their state of mind can be captured from their posts as narra-
tives that show their innermost selves and state of mental health. Using data
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obtained from social media, various predictive models have been developed
trying to address issues of mental health, ranging from rule-based models
detecting sentiment in text, machine learning models addressing potential
at-risk individuals, to even multi-task neural network models classifying a
variety of mental health issues. One architecture that shows promise would
be the use of models based on the Transformer architecture for mental
health tasks. However, the Transformer architecture and its models, such
as DistilBERT, have not been used in widespread applications for mental
health due to their novelty. Hence, this study aims to determine how well a
pre-trained DistilBERT that was fine-tuned on a set of tweets coming from
depressed and non-depressed users can detect potential users in Twitter as
having depression.

RELATED WORK

The Transformer deep learning model architecture was conceived in 2017 to
utilize the concept of attention within speech for improved natural langu-
age processing (NLP) (Vaswani et al., 2017). From the original architecture,
various modifications were made to fit many different needs, such as next
sentence prediction and sentiment analysis, among others. BERT, or Bidirecti-
onal Encoder Representations fromTransformers, was one suchmodification
by making use of the encoder block from the original Transformer archite-
cture and the bidirectional approach to parsing text to obtain context and
meaning embedded within language. Its pre-trained language model version
was shown to perform well across differing NLP tasks without much modifi-
cation, aside from fine-tuning several parameters (Devlin et al., 2019). From
BERT came DistilBERT, a “smaller, faster, cheaper, and lighter” version of
BERT. Where BERT has 100 million trainable parameters, DistilBERT has
66 million, and yet it still performs similarly to BERT across NLP tasks
(Sanh et al., 2019).

Within the field of using predictive models for mental health in social
media, the Transformer architecture has not yet been employed widely. How-
ever, several studies have been carried out making use of Transformers in
some fashion. A study byWang et al. made use of BERT, among other models,
to evaluate the potential risk for depression from posts made in the Chinese
social media platform, Weibo. In this study, the BERT model performed the
best, with a macro-F1 score of 0.538 from the four listed levels of risk from
0 to 3 (Wang et al., 2019). Another study by Matero et al. used embeddings
from BERT in a feature-based approach to model suicide risk on Twitter,
with the generated embeddings improving the performance of the model
(Matero et al., 2019).

Applying the Transformer architecture along with offshoots like BERT
and DistilBERT shows promise for detecting mental illnesses in social media
by using the pre-trained language model and fine-tuning parameters for
the task. However, additional studies, such as the use of DistilBERT in
detecting potential users for depression based on their tweets, are still
needed.
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METHODOLOGY

The methodology for fine-tuning DistilBERT in detecting depression is divi-
ded into four parts, namely data collection, preprocessing, model creation,
and model validation.

Data Collection

The first set of data came from the Computational Linguistics and Clinical
Psychology (CLPsych) 2015 Shared Task. This dataset contained 1,711 Twit-
ter users with 1,145 and 566 of them belonging to the training and test sets,
respectively. Within the training set, there are 327 users with depression, 246
with Post-traumatic Stress Disorder (PTSD), and 572 as controls. As mental
health may impact certain segments of the population more than others, each
user identified as having depression or PTSD was matched with a control of
the same age and gender. The controls were obtained from the Twitter API’s
Spritzer stream of data. Around 3,000 tweets from each user were included
in the dataset. The tweets in this dataset were in the English language only
(Coppersmith et al., 2015).

This dataset was considered in training the models due to its usefulness
in previous studies (Resnik et al., 2015; Nadeem et al., 2016; Amir et al.,
2017; Jamil et al., 2017; Orabi et al., 2018). However, data on PTSD were
not included in this study as detecting this disorder was beyond its scope.
Hence, Twitter users with PTSD and their matched controls were excluded
from the dataset used in this study. Additionally, the test set was not used in
training the transformer model as it lacks labels (Coppersmith et al., 2015).
Thus, the training dataset included 1,498,060 tweets, consisting of tweets
from depressed individuals and tweets from their age and gender-matched
controls.

The dataset used for testing and validating the Transformer models was
a set of publicly available English tweets posted from 1 October 2020 to 1
December 2020. A previous study showed tracking tweets made within two
months was enough given that longer periods tend to reduce the performance
of the model. Queries were made for tweets that contained text identifying
a diagnosis of depression, such as “I have been diagnosed with depression”
(Coppersmith, Dredze, and Harman, 2014). Rather than using the Twitter
API that can only collect the last 3,200 tweets or other scrapers that require
a Twitter developer account, Twitter Intelligence Tool (TWINT) was used in
this study. TWINT is a scraping tool built with Python that can scrape much
more than the last 3,200 tweets. Aside from its ability to scrape certain keyw-
ords, users’ likes, and followers, TWINT allows visualization of tweets and
scraping based on language (“TWINT - Twitter Intelligence Tool,” no date).
Disingenuous statements or statements that do not refer to depression as a
mental disorder were removed manually from the initially gathered tweets.
Overall, tweets from 110 users, who declared a diagnosis of depression were
obtained.

To find controls for these users with depression, 110 users were randomly
selected from the Twitter API’s Spritzer stream of data and their tweets for
two months were scraped.
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The two scraped datasets were then combined to form a dataset with labels
for depressed and non-depressed users. Since this dataset can be contamina-
ted with users mislabeled as not having depression, it was mainly used for
validating the models’ performance, though half of the collected users were
used as part of the training set in building the Mixed Model.

Preprocessing

Preprocessing of the CLPsych 2015 and scraped datasets involved removing
parts of the tweets that would make the data noisier (e.g., Twitter hand-
les, hyperlinks, re-tweets, and non-alphanumeric characters, such as emojis).
However, excluding words, such as pronouns and other stop words, was not
carried out as these words could provide context on the emotional state of
the user (Coppersmith et al., 2016).

From all the gathered users and their tweets within both datasets, a sam-
ple of 100 tweets per user was then aggregated into a corpus of tweets. A
sample of 100 tweets was chosen per user in this study due to limitations in
tokenization, as DistilBERT only has a maximum of 512 token limit per text
sequence. Aggregating all the tweets per user into a single corpus would end
up being truncated automatically to fit within DistilBERT’s sequence limit.

Model Creation

To create the Transformer model, the HuggingFace Transformer library and
PyTorch library were used. The former allows for the use of pre-trained
models in various tasks such as sentiment analysis, text classification, and
question-answer pairs, among others, while the latter is a prerequisite to the
former and aids in the transformation of data into tensors for use with the
model, among other tasks (Paszke et al., 2019; Wolf et al., 2020). Pre-trained
models have proven their generalizability for supervised learning tasks with-
out having to build task-specific architectures (Devlin et al., 2019). Thus, this
study took a pre-trained model, in the form of DistilBERT, to train and fine-
tune the training data from the CLPsych2015 dataset (Coppersmith et al.,
2015; Sanh et al., 2019). Modifications, such as the addition of a pooling
layer, were not done on the model to gauge the ability of the base DistilBERT
in detecting depression in tweets. As such, the pre-trained model’s structure
for this study before fine-tuning is the same as shown in Sanh et al (2019).

The preprocessed CLPsych 2015 dataset wherein tweets were aggregated
at the user level was split into a train-test split of 70%/30%, by way of scikit-
learn’s train-test-split method (Pedregosa et al., 2011). The resulting split
users were then tokenized and transformed for input into the transformer via
the vocabulary used to pre-train DistilBERT. Afterward, the tokenized data
was placed into DistilBERT for training and fine-tuning. The model was trai-
ned with a batch size of 16. In building the model, the Tune library was used
to search for optimal hyperparameters, such as the number of epochs, the
learning rate, and the weight decay (Liaw et al., 2018).

The resulting embeddings from the trained and fine-tuned DistilBERT
model were fed to a logistic regression layer for final labeling using the logistic
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regression head that came with the classification task. The resulting fine-
tuned model should be able to detect potential users in Twitter for depression.
The built model is referred to as the Base Model.

The Mixed Model was built using the same procedure of splitting, tokeni-
zing, training, fine-tuning, and optimizing. Its main difference from the Base
Model is the data fed to train the model. Rather than just using the prepro-
cessed data from CLPsych 2015, half of the users from the scraped dataset
were also added to provide more data to train on.

The scikit-learn package was then used to generate the metrics for the
models’ performance (Pedregosa et al., 2011). These metrics included accu-
racy, precision, recall, F1, and the Area under the Receiver Operating Curve
(AUC).

Validation

The scraped dataset was used to validate the built transformer models in
terms of how well these two models can predict the actual labels in the scra-
ped dataset. The same dataset was also used for testing the generalizability
of the built models.

Before this scraped dataset was inserted into the built model, it was conver-
ted into tokens via the tokenizer, the vocabulary used to pre-train DistilBERT.
The sci-kit learn package was then used to obtain the performance of the Base
and Mixed Models in terms of accuracy, precision, recall, F1, and AUC.

To compare the performance of the built models with reference to AUC, a
z-test was done at a 95% confidence interval and 0.05 level of significance.
This statistical test was carried out to show if there is a significant difference
between the two models as regards their ability to predict labels on the remai-
ning half of the users in the scraped dataset (i.e., data not used in training the
second model).

RESULTS

This section shows the performance of the Base andMixedModel in detecting
potential users in Twitter for depression.

Base Model Performance

The Base Model’s hyperparameters were 3 epochs, a learning rate of 3.39e-5,
and a weight decay of 0.13. The resulting Base Model could correctly detect
potential users in Twitter for depression at least 60% of the time as shown
by its accuracy score of 64% and an F1 score of 66%. It could tell apart
true positives from false positives to a degree with a precision score of 62%.
The model could also discern true positives from false negatives 72% of the
time, based on the recall score. Additionally, the Base Model could identify
potential users in Twitter as having depression by 65% as shown by its AUC
score (Table 1).

When evaluated using the full scraped dataset, the model’s performance
remained relatively stable, indicating that the Base Model trained on the
preprocessed CLPsych 2015 dataset could be generalizable in identifying
potential users in Twitter for depression based on their corpus of tweets
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Table 1. Base model training metrics.

Epoch Training Loss Evaluation Loss Accuracy F1 Precision Recall AUC

1 0.68 0.66 0.59 0.63 0.56 0.73 0.59
2 0.60 0.68 0.63 0.69 0.59 0.83 0.63
3 0.52 0.67 0.64 0.66 0.62 0.62 0.65

Table 2. Base model evaluation metrics.

Evaluation Loss Accuracy F1 Precision Recall AUC

0.64 0.65 0.70 0.61 0.83 0.65

Table 3. Base model evaluation metrics – reduced evaluation dataset.

Evaluation Loss Accuracy F1 Precision Recall AUC

0.64 0.65 0.71 0.61 0.84 0.65

Table 4. Mixed model training metrics.

Epoch Training Loss Evaluation Loss Accuracy F1 Precision Recall AUC

1 0.68 0.66 0.61 0.54 0.60 0.50 0.60
2 0.65 0.65 0.63 0.49 0.70 0.37 0.62
3 0.53 0.63 0.66 0.58 0.69 0.50 0.65
4 0.39 0.66 0.67 0.61 0.69 0.54 0.67
5 0.27 0.72 0.65 0.61 0.63 0.60 0.64

(Table 2). The performance scores of the Base Model using the training and
test sets of data were similar, with both sets able to correctly detect potential
users in Twitter for depression 65% of the time as shown by its AUC. These
metrics did not change meaningfully when evaluated using only the second
half of the scraped dataset that was not used in training the Mixed Model
(Table 3).

Mixed Model Performance

TheMixedModel’s hyperparameters were 5 epochs, a learning rate of 4.19e-
5, and a weight decay of 0.06. The builtMixedModel could correctly identify
potential users in Twitter for depression at least 60% of the time as shown by
its accuracy score of 65% and an F1 score of 61%. It could distinguish true
positives from false positives 63% of the time based on its precision score.
The model could also discern true positives from false negatives 60% of the
time, based on the recall score. Furthermore, the computed AUC showed the
model could identify potential depressed users in Twitter 64% of the time
(Table 4).

When evaluated using the second half of users in the scraped dataset, the
Mixed Model could detect potential users in Twitter for depression based on
their tweets 63% of the time as shown by its accuracy and AUC scores. It
could identify potential users in Twitter as having depression or not 66% of
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Table 5. Mixed model evaluation metrics.

Evaluation Loss Accuracy F1 Precision Recall AUC

0.71 0.63 0.59 0.66 0.53 0.63

Table 6. Comparison of evaluation metrics between base and mixed models.

Model Evaluation Loss Accuracy F1 Precision Recall AUC

Base 0.64 0.65 0.71 0.61 0.84 0.65
Mixed 0.71 0.63 0.59 0.66 0.53 0.63

the time based on its precision score. The reduced scores in F1 and recall,
though, suggest that the Mixed Model had difficulty in telling apart true
positives from false negatives (Table 5).

Comparison of Base and Mixed Models

Table 6 shows the comparison between the Base and Mixed Models in terms
of their performance when tested against the second half of the scraped data-
set. Apart from precision, where the Base Model performed worse than the
Mixed Model, the Base Model had better metrics all-around, from a lower
evaluation loss to higher accuracy, F1, recall, and AUC scores. Interestingly,
the Base Model demonstrated a better recall score than the Mixed Model by
0.31. This result suggests that the Base Model could discern true positives
from false negatives around 1.58 times better than the Mixed Model.

Using a z-test at 95% confidence interval and 0.05 level of significance,
there was no significant difference in AUC scores between the Base andMixed
Models (p = 0.21). This result means that both models were comparable in
terms of identifying potential users in Twitter for depression.

CONCLUSION AND RECOMMENDATIONS

Several metrics showed a Transformermodel, such as DistilBERT, can be fine-
tuned to detect potential depressed users on Twitter. Despite these promising
results, the fine-tuned DistilBERT models in this study can still be improved.
Future studies can do so by addressing some limitations of this research.

First, the data from the training set could be outdated already.More recent
data should be used for training so that the dataset will be in line with modern
discourse on Twitter.

Second, the scraped dataset used to test and validate the built models was
not matched by age and gender due to data privacy concerns, among oth-
ers. The training and test dataset should be similar and, if possible, both
demographically controlled to ensure comparability. Gathering the test data-
set with similar characteristics as the training set may improve the model’s
performance.

Third, the datasets may have contamination due to possible mislabeling of
users. Future studies can benefit from having the datasets for training, testing,
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and validation of the built models be evaluated and verified for mental illness
by a clinical psychologist or psychiatrist.

Fourth, the hyperparameters used in fine-tuning the models’ performance
were not explored extensively due to constraints in hardware. Future studies
can benefit from using more robust hardware for training and testing the
built models.

Fifth, this study only used DistilBERT as a Transformer model to fine-
tune. Other Transformer models can be considered as a base especially if
more information can be kept within the changed parameters or architecture.
Doing this may yield better results.

Sixth, the scope of this study only included fine-tuning a pre-existingmodel
for a specific task, such as detecting potential depressed users based on their
tweets. Further studies can also make use of the feature extraction method
as previous research using BERT as a Transformer model suggests input-
ting contextualized word embeddings generated from BERT into another
model can be helpful to produce better performance for a given NLP task
(Devlin et al., 2019). Other studies should also consider preprocessing fur-
ther the training set before it is fed into the tokenizer and building more
task-specific architectures that can support the Transformer model.

Lastly, this study focused on the detection of depression in tweets. Additi-
onal studies may opt to include the identification of other mental disorders
in social media narratives aside from Twitter.
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