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ABSTRACT

In recent years, the use of smartphones in children and adolescents has increased
by a considerable number and, therefore, the dangers faced by this population are
increasing. Due to this, it is important to develop a technological solution that allows
combat this problem by making use of computer vision. Through a bibliographic
review, it has been detected those children and adolescents frequently view violent
and pornographic images, this allowed us to build a dataset of this type of images to
develop an artificial intelligence model. It was successfully developed under the trai-
ning and validation phases using a google supercomputer (Google Colab), while for
the testing phase it was implemented on an android mobile device, using screensh-
ots, images were extracted that the screen projected, and thus later the results were
analyzed under statistics using R studio. The computational model detected, with a
large percentage of true positives, images and videos of a pornographic and violent
nature captured from the screen resolution of a smartphone while the user was using
it normally.

Keywords: Computer vision, Risks on internet, Violent images, Mobile application, Parental
control

INTRODUCTION

Because more than 175,000 children connect to the internet every day for the
first time, a new child every half second, becoming the most vulnerable of the
risks and damages detected in cyberspace such as access to harmful content,
exploitation, abuse sexual abuse, cyberbullying, and improper use of your
private information, among others (Martinez, 2019).

Currently, there are parental control applications that allow restricting
access to certain smartphone functionalities. Among them Spyzie that allows
you to select the limit of access to the phone’s functionalities and that only a
child can use (Hardzone.es, 2019).

However, Spyzie will not allow identifying certain specific content, such as
the display of images and videos of a pornographic or violent nature on the
smartphone screen.
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Figure 1: Tiny-YOLO Convolutional Neural Network, minimized in convolutional layers.

The work (Allison, 2018), shows the investigation of risk content that chil-
dren and adolescents have access through the use of the Internet, to apply
parental control techniques, but does not develop a specific solution that
starts the detection of forbidden content.

This research aims to know what information on the internet is considered
a threat to children and adolescents, in addition, the search for a compu-
ter vision algorithm that allows the detection of objects in real-time on a
mobile device, to develop with these results an Android application to detect
this type of content. To ensure the quality of the product, the operational
characteristics of the object detector will be evaluated.

MATERIALS AND METHODS
Bibliographic Review

For the theoretical basis of this project, a search for information was carried
out in sources such as (F. de las N. U. para la I, 2017; Livingstone, 2019;
United Nations, 2014; Catalina Garcia et al., 2014; Jiménez Iglesias et al.,
2015) which allowed knowing the risks that children and adolescents face
when surfing the internet without any restriction, in addition, the investigati-
ons of (Chaves et al., 2018; Redmon et al., 2016, Yin et al., 2016; Chaudhuri
et al., 2017) were reviewed to know the operation and performance of the
different computer vision algorithms to identify objects in real-time at same
as optical character recognition.

As a result of the bibliographic review, it was obtained that the next step
was to develop a computer vision model to identify pornographic and violent
images from screenshots that the Android operating system emits automati-
cally using the Tiny- Yolo algorithm already that allows recognizing objects
in real-time, it is also necessary to implement it in a mobile application due
to its reduced weight compared to Yolo and others.

Tiny-Yolo was selected due to its high speed to catch on mobile devices,
although its problem would be the low detection accuracy, in this case, speed
was prioritized over precision, however, the results are quite satisfactory. In
the image below, created by (Redmon et al., 2016) we can see its features.

The images were acquired from the web that was later placed in a label
assignment process before training the algorithm where bounding boxes are
graphed to identify the objects of interest. For this, the Labellmg software
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Figure 2: Labellmg allows the creation of bounding boxes to generate location
coordinates of objects within an image.

was used, which easily allows to graph squares on the image to indicate the
coordinates of the object that the algorithm should recognize, and because
of this process, a text file is obtained for each image that is also compatible
with Tiny- Yolo.

Dataset y Data Augmentation

For this project, it was necessary to develop a dataset of pornographic and
violent images so that the computer vision algorithm learns about the objects
that it will later have to detect. Data augmentation techniques create more
images from one, applying a certain variation in each one.

The techniques employed were anticlockwise rotate, rotate clockwise,
horizontal flip, vertical flip, warp shift, adding noise, blurring the image,
fill, clipped zoom. The number of images between pornographic and violent
with which we worked was 36,340.

For the use of these techniques, scripts were developed in the Python
programming language, implementing libraries such as: random, skimage,
numpy, matplotlib, scipy, among others. For this, functions were created that
receive the original image as arguments and then apply the necessary function
to each one and as a result we will have the creation of a new image applied
the selected technique and that will be stored in the device. Below we can see
the implementation of this process.

Bounding Boxes

The bounding boxes technique allows locating the object of interest within
the image by coordinates and to facilitate this work the Labellmg software
was used, which is a practical way to facilitate this work by generating as a
product a text file with the respective location of the object.
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Figure 3: Computer features in Google Colab.

RESULTS
Algorithm Training

For the development of the computer vision application, it was necessary to
implement a neural network that allows the use of the Tiny-Yolo algorithm,
in this case, Darknet, is an open-source framework that allows the use of
the OpenCV library and allows the custom configuration of according to the
data they used for training the computational model.

In addition, the Google cloud service Colab was used to execute the algori-
thm training process since this type of execution requires high computational
resources. The features about computer of google colab we can see it in the
figure 3.

Sampling

For the validation phase, it was necessary to determine the population sample
using statistics in the following aspects:

« The number of smartphones that should be evaluated considering 4 ver-
sions of Android: 6, 7, 8, and 9, was resolved with the one-way ANOVA
test to determine the number of individuals for each group, obtaining 108
individuals.

« The number of images that would be evaluated on each mobile device
was resolved with the multiple linear regression calculation, resulting in
50 images between positive and negative.

The operation flow of the application is visualized in figure 4.

Validation

When developing a computer vision model, it is important to evaluate its
performance, through the use of the confusion matrix, which also allows
obtaining measurement metrics.

At the end of the tests carried out, a total of 2,700 positive images (porno-
graphic and violent) and 2,700 negative images (they are not pornographic
or violent) were obtained.
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Figure 4: Detector operation flow on Android smartphone.
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Figure 5: ROC curve of results.

CONCLUSION

Pornography and images of violence are more viewed by children and ado-
lescents when using a smartphone and not having any internet browsing
control.

Table 1 shows the results of the evaluation of the computer vision model.

In addition, with the results obtained from the validation process, an analy-
sis of the RUC curve was carried out, to project the trajectory of the results
where the specificity and sensitivity are shown. The results are shown in
Figure 5.
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Table 1. Confusion matrix Risk images.

Risky content
Detector Interpretation

‘ Positive | Negative

g Positive 2033 667

E

3 Negative 139 2561
Precision 0.936003683
Accuracy 0.850740741
Specificity 0.948518519
Sensitivity 0.752962963
F1-Score 0.83456486

Tiny-Yolo is a real-time object detection system that is also lightweight and
effective to incorporate into mobile devices.

The Tiny-Yolo object detection system is 93% accurate to identify por-
nographic and violent images from a screenshot automatically taken by the
Android operating system.

The detector has a Specificity of 95% indicating the percentage for the
prediction of positive data and a Sensitivity of 75% for negative data.

The computer vision detector works on Android version 6, 7, 8, and 9
mobile smartphones.

The data augmentation technique allows increasing the initial image data-
set, thus allowing the application to be trained with much more precision
considering the various distortions that may exist in an image.

Labeling is to use software that allows the creation of bounding boxes
within an image to obtain the coordinates of the objects.
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