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ABSTRACT

Dementia is a brain disorder that affects older individuals in their ability to carry out
their daily activities, such as in the case of neurological diseases. The main objective
of this study is to automatically classify the mood of an Alzheimer’s patient into one of
the following categories: wandering, nervous, depressed, disoriented, bored or nor-
mal i.e. in Alzheimer’s patients from videos obtained in nursing homes for the elderly
in the canton of Ambato, Ecuador. We worked with a population of 39 people from
both sexes who were diagnosed with Alzheimer’s and whose ages ranged between
75 and 89 years of age. The methods used are pose detection, feature extraction, and
pose classification. This was achieved with the usage of neural networks, the walk
classifier, and the Levenshtein Distance metric. As a result, a sequence of moods
is generated, which determine a relationship between the software and the human
expert for the expected effect. It is concluded that artificial vision software allows
us to recognize the mood states of the Alzheimer patients during pose changes over
time.
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INTRODUCTION

This research study discusses the topic of pose estimation in Alzheimer’s pati-
ents, which can be defined as the mood that allows psychological categories
to be identified such as nervous, depressed, disoriented, and bored, i.e. moods
of elderly patients from both sexes with this neurological disease. In this case,
it is Alzheimer’s. Specifically for the older adult, the illness progresses at the
rate of a person’s age, i.e. where three individual stages have been identified:
moderate, serious, and grave -- thus generating as a characteristic a change
in the well-known mood disorder related to mental health, which is caused
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by the existence of emotional alterations in the long and short term such as
sadness, or simply depression.

Research into this complex, social phenomenon in the health field raises
much interest in the usage and application of new computer technologies
such as artificial intelligence, as well as in terms of implementing this study
in care centers for the elderly, i.e. by strengthening knowledge of the research
processes with the use of computer technologies.

In the article elaborated by (Agrawal et al., 2020), an analysis has been
provided together with an explanation of the usage of techniques for pose
detection, i.e. in people who do exercises using yoga to help them achieve
an improved posture with the use of technologies. For this purpose, images
were collected from ten different yoga postures and the estimated algorithm
tensorflow-pose, namely that which draws the skeleton of the human body
where the angles of the joints have been extracted in real-time so as to imple-
ment various automatic learning models, e.g. by using data from 80% for
training purposes and 20% for tests. This data set was tested in different
machines where it learns classification models and reaches an accuracy of
99.04% by using a random forest classifier.

Author (Takano& Lee, 2020), describes a novel approach to the classifica-
tion of movements of the entire body starting with human positions estimated
in 2D camera images. The displacements were encoded in stochastic move-
ment models called motion primitives. A data set was identified by registering
actions performed by a subject in a laboratory with 155 movement samples.
The other data set was created by registering actions carried out by older
adults in care centers with 21 types of movements. The results confirmed
that approximately 90% and 70% of the movements in the laboratory and
the care facilities were correctly classified.

In the research carried out by (Abobakr et al., 2019), a network for the
estimation and detection of deep human posture was proposed in “one single
shot”, i.e. as a key aspect of artificial vision, namely where SSDPose archi-
tecture is used (Single Shot Deep Pose), which is essentially a training model
that detects and estimates the body position from a single image that contri-
butes to the posture of biomechanics and ergonomics and that aids the pose
estimation. The results show that posture achieves an average precision of the
individual M.A.P. (Mean Average Precision) of 98.2%, an average articula-
tion angle MAE (Mean Absolute Error) of 3.16± 1.23 degrees and an RMSE
(Root Mean Square Error) of 4.22 ± 1.73 degrees up to 30 fps (Frames per
Second).

The present text (Wint Cho et al., 2018), mentions a system that is used
to improve the recognition of human actions by incorporating the Kinect
sensor, i.e. in order to obtain distance characteristics of the joints. This system
recognizes fundamental movements such as walking, sitting, standing, and
bending. The results show better accuracy in the static K-means than in the
non-static K-means.

The aforementioned works show the importance and usefulness of meth-
ods that are used to detect the mood of an Alzheimer’s patient. In all of them,
algorithms were used to provide solutions to different situations that arise
within human activities.
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METHODS AND MATERIALS

The following section presents the materials and techniques used in pose dete-
ction, extraction and classification, namely with the usage of the developed
algorithms.

Methods

The methods used in this study focus on three initial aspects: First, the dete-
ction of the pose; second, the extraction of characteristics; and third, the pose
classification.

Initially, a reference was made in relation to the detection of the pose of
the human structure by identifying the positions in which parts of the body
such as the arms, legs, head, torso, etc. are located. To do this, the Tensor-
flow implementation of the DeeperCut algorithm was applied, which takes
an input image and detects for each individual the 17 key points. In (Munea
et al., 2020), (Z. Cao, 2017), and (Li et al., 2020), information exploration
methods have been presented to estimate human poses, e.g. by incorporating
videos and images that utilize techniques for the collection of temporal infor-
mation and that rely on the usage of new architectures for the treatment of
data from one or several persons.

Feature extraction consists of revealing in an image the position of the ele-
ments that are being sought in the human body, i.e. by generating a numerical
representation called feature vector. In (Sun et al., 2017), the normalization
scheme is shown in two stages. The first stage is the human body and the
second stage is the limbs. Also, in (G. Cao et al., 2019) a model of Multi-2D
pose estimation was identified where several types of angles were extracted
during the process of motion recognition.

Pose classification is the process of obtaining the spatial configtion of the
parts of a body in images. The method starts with a reduction of the possible
locations of the body structure using color and disparity information of the
image, e.g. by using a neural network of 32 layers of inputs, 16 and 64 hidden
layers, and 2 layers of outputs for classifying the pose. In (Atvar, 2018), the
steps for the detection and orientation classification are performed. The dete-
cted persons are classified as belonging to the class “standing”, “sitting on an
object” and “sitting on the ground”. A deep learning framework was used
for this. The results show that the convolutional neural network produces
positive results.

The Levenshtein Distance is used to classify the sequence of poses, i.e. to
transform one string of characters into another. Operation is understood as
either an insertion, deletion, substitution or transposition of two characters
in (Thang & Huy, 2010) This process is applied in many fields such as lan-
guage processing, speech recognition, information theft detection, biological
computation, etc. and in (Zhao & Sahni, 2020) two strings have been used
to find a sequence of edit operations of length equal to the distance with the
usage of different operations.

Materials

Initially, the research process was focused on taking video information from
an estimated time frame of 1 minute for 45 Alzheimer’s patients, i.e. where
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one took as a reference men whose ages ranged from 75 to 86 and women
whose ages ranged from 75 to 89 years. These data were used as an initial
sample for data recording. During the validation process, 39 samples were
determined as being valid for the pose detection because the video does not
show the whole body or for the fact that the samples were obtained for people
whose clothes cover the key points of the human structure.

In addition, a series of Google images of 221 people sitting and 222 people
standing with a total of 443 images was used.

The procedure that was carried out required specific equipment consisting
of a laptop with vast CPU and GPU capacity for data processing under the
Linux Ubuntu operating system. With regard to the software for the deve-
lopment of the algorithms, we used Python 3.5 and TensorFlow 1.22 to run
DeeperCut and to implement the neural network of the pose classifier.

After completing the processing stage, the results were saved in an Excel
file, i.e. where data such as the “Start” time (which is the time when the
patient’s analysis commenced), “Processing time” (which records the total
time), “Time” (which shows the processing in seconds), “Pose” (which is the
statistical mode of all the results delivered by the pose classifier during a one
second time period), and “Status” (which shows the mood of the patient.

The following section describes the development of the model in relation
to the research.

DEVELOPMENT OF THE MODEL

The model shows the development of software that is capable of automati-
cally classifying the mood of an Alzheimer’s patient into one of the following
categories: wandering, nervous, depressed, disoriented, or bored.

To achieve this, the software detects at each “t” time instant a set of 17 Pt
key points on the patient’s body and derives from them an Xt feature vector
of 48 components. Subsequently, this vector is used to feed a classifier that
assigns one of the following poses to the patient: standing, sitting, or walking.
Finally, the different poses of the patient are accumulated over a Tc time in
order to form a Q̂t sequence, which, when compared with a set of standard
Q sequences and by means of the Levenshtein distance, allows us to deduce
the patient’s mood.

The complete system architecture is shown in Figure 1.

Pose Detection

To detect the pose, the TensorFlow implementation of the Deep Cut algori-
thm was used (Insafutdinov et al., 2016) This algorithm receives the image
of a patient as input and delivers as output the location of 17 key points
distributed throughout the body. These points are nose, eyel, eyer, earl,
earr, shoulderl, shoulderr, elbowl, elbowr, handl, handr, hipl, hipr, kneel,
kneer, footl, and footr. This set is represented in abbreviated form, i.e. as
Pt = {p1,p2, . . . ,pi, . . . ,p17}, namely where each element represents the coor-
dinate pi = (x, y) of one of the above key points, in its respective order. This
research has a unit test that allows us to detect these 17 key points for an
individual.
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Figure 1: General arhitecture of the system.

Feature Extraction

In order to classify the pose state of a patient, it is necessary to construct
a feature vector starting from the 17 key points detected by the DeeperCut
algorithm in (Insafutdinov et al., 2016) and (Xu et al., 2018) is used to detect
the parts of the body. For this process, we first normalize the key points with
respect to the center of gravity and the body size following the methodology
of [19]. In this way, the feature vector will be independent of the patient’s
size or distance from the camera. The head length is defined as shown in
equation 1.

lengthhead = máx(
(
neck− eyel

) (
neck− eyer

)
,(

neck− earl
)
,
(
neck− earr

)
,(

nose− eyel
) (

nose− eyer
)
,(

nose− earl
)
, (nose− earr)) (1)

Pose Clasifier

The function of the pose classifier is to infer the pose of the patient at each
time instant. The pose can be: sitting, standing, or walking. In (Guerra et al.,
2020), (Akhil et al., 2017), and (Saho et al., 2020) similar aspects were iden-
tified. For this purpose, the pose classifier first classifies the feature vector
with the help of a neural network to find out whether the patient is sitting or
not. In case the patient is not seated, a second algorithmic stage analyzes the
patient’s gait to know whether the patient is standing or walking.

Neural Network

The first stage of the pose classifier is a multilayer neural network that takes
as input the feature vector Xt ∈ R48 and delivers as output a two-dimensional
vector̂yt = [̂y1, ŷ2] , i.e. where ŷ1 y ŷ2 correspond to the probability of
sitting or non-sitting, respectively. The schematic of this neural network is
shown in (Figure 2). In (Hoa & Bui, 2016) a study of human body posture
classification using a fuzzy neural network of two neurons was carried out.

For the training of this network, two sets of images were collected from
Google Images: the first set, which is called sitting, consists of 221 images in
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Figure 2: The architecture of the neural network is responsible for classifying the pati-
ent’s pose in the classes: sitting or not-sitting. The number of neurons in the first,
second, third, and fourth layers is 64, 32, 16 and 2, respectively. The activation function
used in the input layer and in the hidden layers is the Relu function and the one used
in the output layer is the Softmax function.

which only standing people appear. The second set, which is called standing,
consists of 222 images in which only standing people appear.

In (Insafutdinov et al., 2016) and (Xu et al., 2018) were then processed
with the DeeperCut algorithm in order to extract the features of people from
each set of images. The set of key points obtained was filtered in order to eli-
minate those where it was not possible to detect one of the key points from
the head, i.e. at least two from the torso, or at least 3 from the legs. In this
way, 663 feature vectors of seated persons and 656 feature vectors of stan-
ding persons were obtained. From among these vectors, 80% were randomly
chosen for training and the remaining 20% for validation. In the training,
the neural network was trained to minimize the following error function.

Walking Classifier

The function of the walk classifier is to infer whether a patient is standing or
walking, when previously it has been ruled out that the patient was sitting.
To develop this algorithm, we researched the variation over time of various
angles between different parts of the body, i.e. in order to find one that would
enable us to accomplish this task. Although this task may appear to be simple,
e.g. analyzing the angle formed between a patient’s legs, it is not, due to the
following factors:

- Elderly people often walk slowly, so detecting the variation of an angle due
to their movement can be difficult.

- Oftentimes the angle variations, which are due to variations in the key
point detection by the DeeperCut algorithm, are much larger than the
patient’s walks. This is due to several factors, but among them, we can
highlight the variations that cause the detected coordinates to have small
random changes around a central point.

- In this particular research study, the videos were captured by a moving
camera; this introduces a variation that should not be taken into account.

Levenshtein Distance

In order to know themood of the patient, the different results of the pose clas-
sifier were accumulated over time. By default, it is processed at 10 fps. Thus,
for every second you obtain 10 pose results. As many of these values might
be repeated or there might be some errors, the mode is extracted from each
second to obtain a single result. Then, by accumulating the results of each
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second, a Q̂t sequence is constructed for each t with the results of the last Tc
seconds. This sequence is compared with each of the standard Tc. A varia-
tion of the Levenshtein Distance, which is known as Damerau - Levenshtein
(Boytsov, 2011), (Behara et al., 2020) and (Gabrys et al., 2018) - is used for
this comparison. This distance computes the number of operations required
to transform a sequence a into another sequence b by means of the following
four operations: delete, insert, replace, and transpose. Mathematically, the
Damerau - Levenshtein distance between two sequences a and b.

The following section displays the results of the research that was carried
out.

RESULTS

To evaluate the performance of the software, 39 test videos were processed.
Next, the sequence of mood states output by the software was compared with
the sequence of mood states annotated by a medical expert. Prior to testing,
the software was conFigd as follows.

- The processing rate was set to fps = 10, i.e. for every second we obtai-
ned 10 results for a patient’s pose. The final result for each second is the
statistical mode of these 10 results.

- The length of the standard sequences was set at T_c=5, i.e. each stan-
dard sequence is of length 5. So, for example, the standard sequence for
“wandering” is is ccccc, whereas for “nervous” it is scscs. The mood result
delivered by the software for each second is the name of the standard sequ-
ence with the smallest Damerau - Levenshtein distance in relation to the
sequence formed by the concatenation of the last 5 results (of the last 5
seconds).

- All videos were resized to 320x240 pixels.

By using the above conFigtion and given that there was a length T test
video (in seconds), it is processed to produce a sequence of moods Ŝ =
{Q̂1, . . . , Q̂t, . . . , Q̂T} , i.e. where Q̂t is the mood at second t . This sequence
is then compared with the true sequence S = {Q1, . . . ,Qt, . . . ,QT} which is
noted by a medical expert. The comparison process is as follows: at every t
second if Q̂t and Qt are equal, there is a true positive (VP), or, conversely,
there is a false negative (FN). With the results obtained after processing all
the videos, confusion matrix was constructed. Confusion matrix constructed
with the 39 test videos. Here E1, E2, E3, E4, E5 correspond to the classes of
wandering, nervous, depressed, disoriented and bored, respectively.

In order to obtain a global metric of the software performance, the Macro
- average - accuracy - score (MacroAvg) (Xia et al., 2018) (Yang et al., 2011)
(Zhang et al., 2018), is calculated, which is defined as the arithmetic mean
of all the accuracy scores of the different classes, namely equation 2.

MacroAvg =
PrecE1 + PrecE2 + PrecE3 + PrecE4 + PrecE5

5
(2)

Accuracy for the wandering class (E1 = 0.86); Accuracy for the nervous class
(E2 = 0.25); Accuracy for the depressed class (E3 = 0.73); Accuracy for the
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wandering class (E4 = 0.20); Accuracy for the bored class (E5 = 0). By
substituting the above results into equation 2, the following MacroAvg was
obtained: MacroAvg=0.43

The accuracy for the bored and nervous classes is low, which subsequently
affects the MacroAvg. However, it should be noted that there are very few
examples for these classes in the test videos. Consequently, their results are
not representative. If we excluded these classes from the confusion matrix,
we would obtain a MacroAvg equal to:

0.86+ 0.73+ 0.2
3

= 0.6 (3)

The boring and nervous classes are difficult to separate. Note in the confusion
matrix that 5 results that should have been classified as bored were classified
as nervous. This is because the pose of many patients is misinterpreted as
walking when they are actually standing. Therefore, the sequence pattern of
a bored pspsp patient ends up becoming cscsc, which has a smaller distance
to the sequence pattern of the nervous class than to the sequence pattern
of the bored class. A similar problem arises with the classes of wandering
and disoriented, namely where the sequence pattern (Dolatabadi et al., 2017)
pcpcp ends up becoming ccccc. The confusion that arises when identifying
someone standing as walking is due to the fact that the videos were captured
with a moving camera, which induces an error in the calculation of the angle
between the vector v and the vector u.

Several videos identified problems to properly classify the pose due to the
fact that the patients were dressed in suits and clothing accessories such as
scarves or ruanas that make it difficult to detect key points.

The software recognizes a patient’s mood every second based on the Dame-
rau - Levenshtein distance, so it does not require training with previously
labeled mood sequences. For this reason, it can be said that the software
works in an unsupervised mode.

The following section presents the conclusions of the research that was
carried out.

CONCLUSION

This paper presents the development of computer vision software that is capa-
ble of recognizing the mood of an Alzheimer’s patient such as wandering,
nervous, depressed, disoriented or bored, which is based on the changes of
their pose over time. To characterize the pose, we first detected a series of 17
key points on the patient’s body (by using the DeeperCut algorithm) and then
calculated some angles and lengths of their joints and body parts, respecti-
vely. Following this procedure, a 48-component feature vector was obtained,
which feeds a neural network that is responsible for classifying the patient’s
pose such as sitting or non-sitting.

When a patient is classified as non-sitting, there is an additional procedure
that classifies the patient’s pose such as standing or walking. Finally, the dif-
ferent poses of the patient are accumulated over a Tc time frame, i.e. in order
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to form a Q̂t sequence, which, when compared to a set of standard Q, sequ-
ences by means of the Damerau - Levenshtein distance, enables us to deduce
the mood of the patient.

The software is evaluated with 39 videos in which the patient’s mood was
labeled by amedical expert. For this test, the software was conFigd as follows:
the processing rate was set to fps = 10, the length of the standard sequences
was set toTc = 5 and all the videos were resized to 320×240 pixels. The accu-
racy obtained for the wandering class was 0.86, for the nervous class 0.25,
for the depressed class 0.73, for the disoriented class 0.2, and for the bored
class 0. The calculation of the arithmetic average of all accuracies yielded a
macro-average-precision-score of 0.43.
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