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ABSTRACT

Testing and evaluation of technology design for complex systems cannot readily attain
conclusive results. This is because skilled professionals are often not available for
testing while non-professionals may not be capable of operating the actual systems
or high-fidelity simulators. Thus, practitioners and applied scientists can be challenged
with decisions on selecting participant groups, which can severely constrain choices in
the experimental tasks. This article presents the perspective of consequential validity,
highlighting that general validity or rules to participant selection probably do not exist.
Most importantly, the validity of a testing method or an empirical finding critically rests
on the decisions of interest that must take into account nuances or idiosyncrasies of
specific situations and desired outcomes. This perspective stands in contrast to how
the literature predominantly portrays validity of testing methods or empirical findings
as universal rather than focusing on outcomes within the confines of the study meth-
ods. The perspective of consequential validity calls for studies on how classical metrics
of reliability and validity could manifest in consequence of specific decisions informed
by empirical testing.
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INTRODUCTION

Empirical research is central to the science and engineering of human factors
because human response has been anything but predictable in the real world.
There is no shortage of evidence, stories and even sayings on how scientists,
designers and engineers might have discounted the diversity of human beings
and behaviors. A number of accidents with semi-automated driving vehicles
involved drivers engaging in dangerous behaviors, such as watching a movie
(National Transportation Safety Board, 2017), that the designers argued were
either unanticipated or unpreventable.

We sometimes hear that psychology is a “white male science” with pre-
dominately white males as both researchers and participants. These research
results have been haphazardly generalized to other population groups and
sometimes resulted in serious inequity (e.g., Perez, 2019; Roberts et al.,
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2020). The issues of sampling and generalization have remained common
with unfortunate practical ramifications. For example, natural language
processing in many services fails to recognize speech equally across races,
potentially limiting access and productivity of various population segments
(e.g., Koenecke et al., 2020). Given the increasing reliance on data models
or machine learning in decision making, the equity ramification in misappl-
ying empirical data cannot be overstated (e.g., Lau et al., 2018; Lau et al.,
2020; O’Neil, 2016). The promising light has been the increasing awareness
of diversity and inclusion in society, causing scientists and practitioners to
ensure validity of their work in science and engineering.

For safety-critical and complex industrial systems, empirical research has
been a constant challenge, albeit from a slightly different perspective. Domain
professionals are rarely available to participate in research studies, leaving
convenience sampling of human participants as the predominant strategy
in many experimental studies. That is, skilled professionals are not readily
available for testing, while non-professionals are not readily capable to ope-
rate actual systems or high-fidelity simulators. Arguably, empirical findings
from a larger and more generic population group might be confounded by
fewer meaningful idiosyncrasies that do not apply to the specific population
of interest.

Given these constraints, testing and evaluation for complex systems often
rely on a combination of studies with participants of varying skill levels
and tasks of varying complexities/representativeness to maximize confide-
nce in the design and qualification decisions based on those empirical results.
However, generalization and application of empirical findings still rely exten-
sively on expertise and past practice rather than science. Given the continual
discoveries of inequitable policies and designs, a deeper, and ideally a more
systematic, examination into participant sampling is warranted to support
human factors scientists and practitioners in making methodological decisi-
ons on test and evaluation studies as well as drawing conclusions from the
results under recruitment and other study constraints.

CONSEQUENTIAL VALIDITY

The generalization or application of empirical results can be examined from
the perspective of the long-standing research on reliability and validity in
psychological testing. In particular, reliability and validity research in psych-
ological testing has undergone three phases (Murphy, 2009). The first phase
focused on test sensitivity and reliability to ensure consistent outcomes across
time, items, and/or people. Reliability ensures that the measurements are not
merely noise without any systematic variance in differentiating individual dif-
ferences or other factors of interest. Reliability is thus a precursor to validity,
as tests must consistently differentiate on some properties or dimensions to
inform any decisions.

The second phase is the pursuit for construct or criterion validity to
establish that the results of a psychological test can predict some specific per-
formance or outcomes in the real world. For example, significant effort has
been dedicated to validating that NASA TLX is indeed measuring workload,
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which has been postulated and tested to correlate with performance and
other constructs (e.g., Hart & Staveland, 1988; Rubio et al., 2004). The pur-
suit of construct validity of various measures or metrics often dominates the
discussion in human factors research on testing and evaluation. For exam-
ple, the dominant discussion on measurements of situation awareness (SA) is
to establish various types of reliability and validity to validate the construct
(c.f., Durso et al., 2006; Endsley, 2000; Lau et al., 2016a; Lau et al., 2014;
Pew, 2000; Salmon et al., 2009). Attaining construct validity is an important
scientific endeavor that provides clarity on what is being measured and how
the measurements can be generalized.

The third phase is the pursuit of consequential validity in recognition that
why and how psychological testing methods are used vary across situati-
ons and play a significant role in validity in practice. That is, the validity
of psychological testing in practice is associated with the specific decisions
informed by the test results and the consequences given the decisions. Hence,
construct validity of a test or measure established in scientific research is no
guarantee of desirable consequences, as every specific decision has nuances
that inevitably deviate from the circumstances of the validation studies in sci-
entific research. Let’s consider a perfectly reliable test that erroneously claims
to measure empathy but in fact only measures general intelligence. Though
lacking construct validity, this test is invaluable and possesses great consequ-
ential validity for screening hires whose job is to answer IQ questions. This
rather absurd example illustrates how seemingly construct-valid testingmeth-
ods may not necessarily be deemed valid in practice, and vice versa. In fact,
human beings often operate on consequential validity, such as the use of heu-
ristics, rather than formal, construct validity. Consequential validity is thus
the focus in practice or applications when there are very specific situations
and desired outcomes.

The three research phases of psychological testing highlight that univer-
sal validity for testing and evaluation methods does not truly exist. At best,
only the findings on lacking reliability and validity may be generalizable to
all cases. The nuance turns out significant between science seeking the truth
and practice seeking desirable consequences. In particular, science strives to
partition out idiosyncrasies across situations for generalization, whereas pra-
ctice strives to account for idiosyncrasies of a specific situation for desired
outcomes. Thus, the validity of test and evaluation study results does depend
on the decision to be made and consequences to be desired.

Examples of Participant Sampling on Consequential Validity

The concept of consequential validity is associated with all aspects of testing
and evaluation methods, including participant sampling. Applying any par-
ticular empirical result for a decision in practice must take into account the
methodological details of the study. We present three examples of how deci-
sions and consequences can influence the applications of our own research
results in relation to participant sampling.

The first example compares two decisions on adopting Ecological Inter-
face Design (EID; Vicente & Rasmussen, 1992), a two-phase framework
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for designing user interfaces to support operators in managing unanticipated
events in complex systems. Empirical research on EID is primarily based on
a small-scale, representative thermohydraulic process simulator called Dual
Reservoir System Simulation II (DURESS; Vicente, 1999) and college students
(Vicente, 2002) to demonstrate the benefits of ecological interfaces relative to
conventional ones. Subsequent research includes a number of highly represen-
tative studies employing high-fidelity simulators and professional operators
(see e.g., Bennett & Flach, 2011; Jamieson, 2007).

Let’s consider two decisions with potentially different consequences based
on these research results: (1) should EID be recommended for the new
construction of a nuclear power plant (NPP), and (2) should EID be recom-
mended for replacing user interfaces during a digital upgrade of the control
system for an operating NPP? Although these two questions sound similar,
the validity of applying EID empirical test results to support the first decision
appears much higher than the second one. The consequence of ecological
interfaces being effectively integrated into operations and thus promoting
safety of a new plant appears likely, because a new build generally entails
lengthy commissioning processes and equipment (including new hires and
training programs) to resolve or accommodate idiosyncrasies accompanied
with new designs. In contrast, replacing user interfaces of an operating plant
with ecological interfaces presents a difficult decision because the empirical
results do not and cannot address the idiosyncrasies being accommodated
by the unique operating processes, staff and equipment. For example, it
is very difficult to assess whether control room operators of an existing
plant would have their performance degraded for an extended time due to
negative transfer of learning from the legacy user interfaces. Even though
the two decisions concern the development of user interfaces for NPP con-
trol rooms, the consequences of those decisions are sufficiently different.
In a representative study involving a high-fidelity simulator of an operating
NPP and professional operators licensed for that NPP, ecological interfaces
were indeed found to support situation awareness and task performance for
beyond-design basis events, providing the evidence for adopting EID even in
existing NPPs (Burns et al., 2008; Lau, Jamieson, et al., 2008; Lau, Veland,
et al., 2008). The empirical findings specific to the NPP seem necessary to
advocate for introducing ecological interfaces into the operating plant during
a control system upgrade.

The second example compares two decisions on the use of eye-gaze mea-
surements in healthcare. The literature contains a large number of empirical
studies illustrating how various eye-gaze measurements are significantly dif-
ferent between experts and novices of medical professionals (Ashraf et al.,
2018; Gegenfurtner et al., 2011; Tien et al., 2014). Along with increasing ease
of use and decreasing costs, eye tracking is slowly being adopted in various
healthcare applications for assessment.

Let’s consider two decisions with potentially different consequences based
on these research results: (1) should fixations on areas of interest (AOIs)
be added as a criterion to decide on whether a trainee pass a skill test in the
Fundamental of Laparoscopic Surgery (FLS) curriculum, and (2) should fixa-
tions on AOIs be used as an early indicator of trainee potential to decide on
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whether to remove someone from the training program? The consequence
of failing someone in a skill test is clearly different from removing someone
from training (prior to formal testing). The validity for introducing a gaze-
based criterion in the first decision appears strong, especially when attending
doctors, residents, and medical students have participated in the research to
suggest sensitivity, reliability and validity of the gaze metric at differentiating
two skill levels. Adopting the same metric as a gauge of deviation and thus
potentially passing a FLS skill test would also seem reasonable extension of
the gaze metric. However, our recent research examining skill progression
of medical students on a FLS practice task indicates that trainees seem to
have faster completion time but exhibit worse gaze metrics after some trai-
ning before attaining the best completion time and gaze metrics (Deng et al.,
2021).We postulated this non-linear relationship is probably because trainees
might commit “errors” in order to shift their gaze behaviors from feedback to
feedforward control as they gain some familiarity and skills with the task. In
this case, the problematic issue for the second decision is not the representa-
tiveness of the medical task and participant sampling but rather the specifics
on how proficiency is acquired for a particular skill.

The final example considers the need to gather empirical data to support
human reliability analysis (HRA). HRA has developed a wide range of meth-
ods for estimating human error probabilities (HEPs), but the basis of these
methods often stems from expert estimation. Thus, there is a strong desire
and need to validate these HEPs, especially as they are now used to make
design decisions for new interface technologies in advanced reactors. There
are three main ways to solve this problem of a shortage of data: (1) conduct
studies using full-scope simulators and licensed operators, (2) gather data
from simulators at plants used for training, or (3) develop surrogate techno-
logies like simplified simulators that can be used with student operators. Each
has tradeoffs: (1) the full-scope simulator studies cannot economically or fea-
sibly be conducted with sufficient sample sizes to account for low probability
events, (2) training simulators may not afford sufficient operational control
to provide useful and complete data, and (3) simplified simulators and stu-
dents may not sufficiently generalize back to the target population. All three
approaches prove reliable measures, and the first two approaches have good
construct validity. A good deal of research has gone into establishing the con-
struct validity of the simplified simulator (e.g., Park et al., 2022), ensuring
that the results apply to the target population and domain. Further research
has established the limits of simplified simulators in terms of the suitability
of different degrees of simulator fidelity and types of scenarios (Boring et al.,
2019) to begin addressing consequential validity. These considerations have
helped pave the way for using the cheaper simplified simulators and more
readily available student operators for validating HRA results.

Advancing the Consequential Validity Perspective

The three phases of research on psychological testing and our research experi-
ence suggest that the concept of validity in science is not necessarily identical
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in practice. While scientific studies on reliability and construct validity tar-
get generalization and produce invaluable knowledge relevant for practice,
applied scientists, designers, engineers and regulators mostly operate in the
application space where idiosyncrasies can, or even should, play a crucial
role in both decisions and consequences. For this reason, the perspective of
consequential validity is pertinent in making detailed methodological decisi-
ons in application driven empirical studies and translating empirical results
for decision-making. That is, any testing methods that produce reliable
results can be valid for some decisions, and the decisions and corresponding
consequences dictate the validity of a testing method or empirical evalua-
tion. Validity, at least consequential validity, cannot be established prior to
specifying the decision.

Presently, there is a paucity of research on consequential validity in human
factors to investigate how specific decisions based on an empirical result
contribute to consequences of those decisions. Thus, a framework from the
consequential validity perspective is pre-mature for selecting participants or
making other methodological decisions. Nevertheless, our rumination on the
concept of consequential validity in connection to our research experience
highlights considerations and research needs on participant sampling, expe-
rimental task design, and measurement selection catering to applications.
Given a specific decision to be made, the primary consideration in the testing
method is the consequences for whom, so that the degree of idiosyncrasies to
be addressed can be explicit. High specificity of the target population (e.g.,
operators of a single vs all NPPs) would likely demand highly representative
testing to account for the idiosyncrasies contributing to the consequences of
the decision.

Second, the design of the experimental tasks, which are defined by the
testbeds and scenarios, must match the participant characteristics driven by
the first consideration. Matching experimental tasks to participant characte-
ristics is nothing new; however, research is lacking on equating, especially
quantitively, one problem space to another. What is the equivalence in terms
size and complexity of the problems space for college students to the operati-
onal space of a power plant for professional operators (Boring et al., 2019)?
The size of the problem space is extremely important in accounting for the
diversity of human behaviors that scientific research often unknowingly eli-
minates for the sake of high confidence in experimental hypotheses. Research
has started looking into the implications of matching between participant
sampling and experimental tasks by comparing empirical findings involving
high fidelity simulator with professionals to those involving medium fidelity
simulators with non-professionals (Park et al., 2022). Such research is inva-
luable for quantifying how the methodological differences should impact the
application of empirical results.

Finally, selection of measures represents a serious concern with great uncer-
tainty. Many human performance measures are being used across a wide
range of study representativeness and domain applications that seemingly
indicate high reliability and validity. However, many measures are highly
customized to individual studies (see discussion on queried based SA mea-
sures, Lau et al., 2016b; Lau et al., 2012; Lau et al., 2013). On one hand,
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customizing measures for specific study methods affirms the concept of con-
sequential validity. On the other, the degree to which the psychometrics of
a measure determined mainly by generalization studies would transfer to
specific application testing and evaluation are often unknown. Methodo-
logical and empirical research needs to guide selection of measures across
situations and decisions.

CONCLUSION

The concept of consequential validity in psychological testing research high-
lights that general validity or rules to participant selection probably do not
exist, and more importantly, that the validity of a testing method or an empi-
rical finding critically rests on the decisions of interest. Though this may be
of no surprise to seasoned practitioners and researchers, the literature focu-
ses primarily on generalization, portraying validity of testing methods or
empirical findings as universal rather than outcomes within confines of the
study methods. Given nuances between every application, research should
also turn to developing systematic processes or procedures to apply testing
methods and results for specific decisions. There need to be more investi-
gations on how classical metrics of reliability and validity would manifest
in the consequences of different decisions. The perspective of consequential
validity sheds light on bridging generalization-focused studies in science to
application-focused decisions in practice.
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