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ABSTRACT

Technology readiness levels (TRLs) were developed to gauge the maturity of new tech-
nologies. TRLs are effective for determining suitability for procurement and guiding
the evolution of novel research and development efforts from the conceptual stage,
through demonstration, to implementation and deployment. A recent augmentation
to TRLs is human readiness levels (HRLs). HRLs are anchored to human factors and
map suitability for human use. A low HRL may suggest that a technology is early in its
human-system interface development, while a high HRL confirms that a technology
is fully usable by humans interacting with it. HRLs provide a measure of technology
maturity not just according to the hardware or software captured in the TRLs but also
the human end users. Ideally, TRLs and HRLs should align, especially as a system rea-
ches maturity and approaches deployment. To date, the relationship between human
reliability analysis (HRA) and HRLs has not been explored. HRA seeks to map the rate
and nature of human errors when using a system. This paper explores the relationship
between human reliability and HRLs. HRA can support the HRL determination by pro-
viding acceptable performance criteria and a process for quantifying the appropriate
level. HRA can also provide predictive measures to complement empirical usability
and maturity assessments.
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TECHNOLOGY READINESS LEVELS

As new technologies are introduced, it is crucial to gauge the readiness of that
technology for deployment, especially when considering the procurement of
novel technology or investments in research and development. Development
maturity is captured specifically in terms of the technology readiness level
(TRL; Government Accountability Office, 2020). TRLs were originally deve-
loped and applied by the National Aeronautics and Space Administration
but were later widely adopted by the U.S. Department of Defense (2017) and
other agencies. TRLs depict how close a technology is to deployment, with
higher numbers (up to TRL 9 on the scale) representing an increased rea-
diness for deployment. The first three TRLs, 1–3, represent basic research
and development; the next, 4–6, represent proofs of concept and demonstra-
tion; and the final three, 7–9, represent full-scale testing, production, and
deployment. Each of these TRL groups represents a progression from early
to mature basic research, demonstration, and deployment, respectively.
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TRLs are especially useful for gauging research maturity, which starts
conceptually but may fail to reach deployment if not aligned with a systema-
tic development process. High-value technologies should not languish at low
TRLs, and TRLs help identify promising research that would benefit indu-
stry through deployment. TRLs may serve as a roadmap to bring a good idea
to maturity. Likewise, TRLs serve as a gauge to ensure novel technology is
not deployed prematurely. Of course, technology maturation is not an over-
night process, and it’s not necessarily possible to quickly leapfrog multiple
levels. Elevating TRLs serves as a goal to drive the systematic advancement
of capabilities and maintain advancement momentum over the development
lifecycle.

HUMAN READINESS LEVELS

Technology often requires human users, and a potential shortcoming of TRLs
is that they identify the developmental maturity of technology without expli-
citly considering the overall suitability of that technology for human use.
ANSI/HFES 400-2021, The Human Readiness Level Scale in the System
Development Process (Human Factors and Ergonomics Society, 2021), serves
as a counterpart for the TRL to ensure that technology is ultimately usable
and safe for deployment. Human readiness levels (HRLs) offer a one-to-one
mapping with TRLs as shown in Figure 1. Note that the terminology is some-
what simplified here, in that the term validation is used as a catch-all phrase
for fully tested and verified. Regardless of terminology, a strong emphasis
is placed on human evaluations across the HRLs. Initial HRLs may suffice
with analytic tools, but higher HRLs should employ validation techniques
such as human-in-the-loop evaluations with increasing fidelity to the end
use environment and scenarios. HRLs are simply a way of ensuring human
factors engineering principles are included as part of the development of a
new technology. Specifying HRLs as a standard in ANSI/HFES 400-2021
ensures human-centered design in the development lifecycle and technology
procurement process.

While there is a direct relationship between the nine TRLs and nine HRLs,
it is possible that the two developmental maturity levels fall out of alignment.
As described in ANSI/HFES 400-2021, misalignment happens when one lags
the other.

When the HRL lags the TRL, there is risk that the technology is not usa-
ble, thereby placing significant risk on its viability, especially at higher TRLs.
Human-centered design should not be an afterthought, and failing to align
technology engineering activities with human factors processes can result in
products that are marginal in terms of the human-machine interface (HMI).
The late consideration of human end users can lead to considerable design
rework, resulting in significant project delays. Alternately, a rush to deploy
can yield faulty and unsafe products, potentially resulting in accidents and
recalls. Regulated environments may find themselves with insufficient user
validation to warrant licensing when the TRL is too far ahead of the HRL.
For example, in advanced reactor designs in nuclear power, there may be a
heavy initial focus on hardware without a parallel development of the concept



Implications of Human Reliability Analysis for Human Readiness Levels 101

Figure 1: Crosswalk of TRLs and HRLs. (adapted from ANSI/HFES-400).

of operations. This TRL ahead of the HRL could risk substantial delays in
licensing new reactor technologies. The regulator simply cannot license an
advanced reactor until there is sufficient assurance of the design safety and
usability by human reactor operators.

In contrast, a TRL that lags an HRL may not pose a significant risk to
the technology, but an elevated HRL relative to the TRL remains a prototype
without a mature technology behind it. Speculative human-system designs
remain in the lower TRLs associated with basic research and development.
For example, so-called Wizard of Oz demonstrations involve simulating fea-
tures that give the technology the appearance of being more capable than it
actually is (Dahlbäck et al., 1993). An example would be a highly sophistica-
ted and automated control room for an advanced reactor that was not based
on currently available control systems. Table 1 illustrates an HRL trailing
vs. leading a TRL for this example. Technology reviews should ensure that
human-centered demonstrations have corresponding hardware and software
maturity underlying those demonstrations and that features are not heavily
simulated beyond the realistic capabilities of the technology at hand.

HUMAN RELIABILITY ANALYSIS

One noted reason for adopting HRLs is because the consequence of poor
HMIs is often human error. While the ANSI/HFES 400-2021 standard sug-
gests this link, it never explicitly details the relationship between HRLs and
human reliability analysis (HRA). This should not be seen as a deficiency



102 Boring

Table 1. Examples of an HRL-TRL mismatch for advanced reactor development.

HRL < TRL HRL > TRL

Development of new reactor design
centered on hardware, whereby hardware
reaches maturity but concept of
operations development comes later. The
reactor design may fail to be licensed by
the regulator until there is a successful
validation of human operations of the
control system, thereby delaying
deployment of the new reactor.

Development of an advanced control
room design with high levels of control
automation and advanced visualizations,
whereby the automation is largely
simulated. The absence of suitable
validated automation technologies makes
for an advanced demonstration that is
not licensable until the underlying
control system technology matches it.

of HRL guidance but rather as an open opportunity to explore how human
error might be caused by low HRLs, how HRA might be aligned to HRLs,
and how this alignment may reduce human errors and thereby ensure the safe
deployment of nascent technologies.

Human Error and Low HRLs

HRA exists across multiple methods that estimate the likelihood of human
error. To illustrate the effect of a low HRL, here I consider a representative
HRA method, namely the Standard Plant Analysis Risk-Human (SPAR-H;
Gertman et al., 2005) method. SPAR-H uses a set of performance shaping
factors to estimate the increase or decrease in the human error probability
(HEP) relative to a nominal error rate. A negative influence results in a mul-
tiplier that increases the HEP. Several performance shaping factors in SPAR-H
are relevant to technology and show how the HEP can increase because of
poorly executed human-centered technology with a low HRL. The two most
directly applicable performance shaping factors to HRLs in SPAR-H are:

• Complexity—which relates to how hard a task is to complete—can double
the error rate for moderately complex tasks and quintuple the error rate
for highly complex tasks. Complexity has been coupled to the system with
which the user interacts, whereby a nonintuitive system greatly increases
complexity (Lois et al., 2009). Complexity is also connected to workload
(Boring and Blackman, 2007), with increases in complexity resulting in
increased workload, another contributor to increased error rates.

• HMI/Ergonomics—which accounts for the quality of the HMI with which
the user interacts—can increase the error rate tenfold for a poor HMI and
fiftyfold for a missing or misleading HMI.

These two performance shaping factors alone can see the HEP increase by
a factor of 250. A nominal human error rate of 1 in 1,000 for a well-designed
system can increase to 1 in 4 for a poorly designed system with a low HRL.
Such error calculations necessarily include large uncertainty bounds, but they
illustrate how readily a low HRL can inflate the HEP. SPAR-H includes six
additional performance shaping factors I have not discussed here, many of
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which may also be tied to a user’s poor experience with a system and fur-
ther increasing the error rate. Conversely, for a highly effective and mature
HMI, SPAR-H allows crediting performance shaping factors to decrease the
HEP. For example, complexity may actually enhance human performance if
the system affords an obvious diagnosis, decreasing the HEP by a factor of
10. Similarly, the HMI performance shaping factor credits a good HMI with
halving the error rate relative to the nominal HEP.

Mapping HRA to HRLs

Human readiness is more than human error.ManyHRL facets may be adequ-
ately treated by the measures of usability, including effectiveness, efficiency,
and satisfaction (International Standards Organisation, 2018). For safety
critical systems that have the potential to harm organisms or the environ-
ment in misuse or accident situations, the HRL needs to consider human
error, particularly human errors that can contribute to system failures. Risk
is commonly defined as the product of likelihood and consequence of failures
(Kaplan and Garrick, 1981). A human error is therefore mainly of interest
if it has a negative consequence on the system. The consequence is modeled
in the probabilistic risk assessment (PRA), which looks at hardware failure
and, specifically, the points where human action or inaction causes damage
to a component, system, or process. A direct parallel may be drawn betw-
een TRLs and HRLs with PRA and HRA. HRLs indicate the opportunity for
the human to impact the effectiveness of the overall system represented by the
TRL, just like HRA indicates the opportunity for the human to impact the
overall system in the PRA.

Once the consequential interactions between hardware and human are
accounted for in the PRA, the role of HRA is to determine the causes of
human errors and their corresponding HEPs. In Figure 2, these two HRA
dimensions are proposed to correspond to the HRLs. The HRA dimensions
of human error and HEP are only mapped at three broad levels, with addi-
tional refinements planned in the future, including identifying more specific
types of errors that would be expected at each HRL. For the present purposes,
the human error is seen along a continuum of poorly matching, aligning, or
optimizing the HMI for the individual, task, or environment. Generally, the
higher the HRL, the fewer human errors should occur, assuming the design
process identifies and reduces errors. The HRL-HRA mapping can become
prescriptive, although the error rates may be adjusted for different fields and
contexts. The error rates presented in Figure 2 are taken from nuclear power
HRA applications (Forester et al., 2007).

HRA to Support HRLs

An irony of HRA is that the more reliable a system is, the less likely it is to
be validated. A low probability event of 1 in 1,000 is unlikely to be obse-
rved without large numbers of samples, whereas a high probability event of
1 in 10 requires relatively few repeated observations to demonstrate. For this
reason, relying solely on empirically derived HRA data would become increa-
singly formidable at high HRLs. Instead, a sampling technique is appropriate
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Figure 2: Crosswalk of HRLs and HRA.

for most empirical approaches. A similar strategy is employed in human
factors testing of safety critical systems (O’Hara et al., 1997), whereby
representative critical safety functions are identified and tested. HRA also
identifies performance shaping factors that would adversely affect performa-
nce, allowing researchers to select worst-case scenarios through error seeding
(Boring et al., 2016).

HRA methods like SPAR-H exist to predict human error in the absence
of empirical data. ANSI/HFES 400-2021 cautions that modeling may be
best reserved for low HRLs. However, due to the afore-mentioned limita-
tions of frequentist empirical data to validate low human error rates, human
error modeling can serve as a useful approach across all HRLs. For exam-
ple, for a system at a low HRL, HRA may be used as a type of screening
tool to determine which human errors are likely and use that information
to inform areas to focus on during human-centered design. As the design
maturity increases, HRA may be used in a more nuanced manner to inform
design (Boring, 2010). In the middle HRLs, HRA insights on errors may
be used to prioritize design elements to ensure safety. In the higher HRLs,
HRA may be used to explore what-if scenarios that prove risk significant.
Identified problem scenarios from HRA may be used as validation scenarios
during human-in-the-loop system testing, ensuring confidence in the final
design. Newer HRA methods such as dynamic HRA (Boring et al. 2015),
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which uses simulation, are especially helpful for conducting what-if scenario
development that may be missed through traditional assessment by subject
matter experts (Boring et al., 2022).

CONCLUSION

The use of HRA to support HRLs shows promise, especially for the purpose
of certifying systems that may require safety significant controls by human
users. This paper has begun to explore the relationship between HRA and
HRLs. The approach presented here stands to benefit from refinement, and
demonstrations of use cases forHRA across different levels of HRLs are parti-
cularly important in linking the two approaches. Nonetheless, there are clear
and immediate benefits to merging HRA and HRLs.

• HRA can be useful in making deployment decisions where safety conside-
rations are paramount and may not be fully quantifiable using empirical
human factors methods.

• HRA is complementary to empirical evaluations of human readiness and
augments human factors techniques with modeling tools.

• HRA can prioritize areas for improvement in support of elevating the
HRL.

• HRA is mature in some domains and immature in others. While HRA has
found widespread use in certain fields like nuclear power, framing HRA in
terms of HRLs allows HRA to have a wider impact across technological
domains.

Future work will continue to explore HRA within HRLs, provide more
nuanced mappings between HRA and HRLs, and demonstrate use cases of
HRA and HRLs.
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