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ABSTRACT

Head-Up Displays (HUDs) were developed to provide primary sensor data during flight
at the pilot’s customary view. The positioning of flight instrument data in the forw-
ard field of vision allows pilots to concurrently view this information and the external
scene. The potential benefits of HUDs have also been recognized by the automotive
industry with approximately 30 automobile brands offering HUDs as optional equi-
pment in vehicles. By projecting driving information directly into the driver’s line of
view, the HUD reduces the number and length of the driver’s eye movements away
from the road, decreasing distraction and improving driver awareness. The purported
benefits of automotive HUDs include decreasing cognitive workload, visual scanning,
and by providing cues to guide their eyes to hazards or other pertinent information.
The aim of this paper is to review how HUDs and their design properties affect pilot
performance and attention in order to identify implementation issues relevant to the
automotive industry.
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INTRODUCTION

The first head-up displays (HUDs) were developed in the late 1950’s and were
derived from aircraft gunsights (Newman, 1995). In its most basic form, a
HUD consists of a display unit and semi-transparent mirror mounted rigidly
in front of the pilot. The semi-transparent mirror positioned in the pilots’
line of sight reflects an image from the display unit into the pilot’s eyes. The
optical components of the HUD produce a collimated image (light rays are
parallel to one another) that appears in focus when the pilot looks out the
cockpit. General Motors was the first automotive manufacturer to release
a production vehicle with a HUD, a Cutlass Supreme, in 1988 (Weihrauch
et al., 1989). While not widely available in automobiles, there is enduring
interest from manufacturers in the applicability of HUDs as evidenced by the
fact that 30 automobile brands offer HUDs as optional equipment in some
vehicle models. Recent technological developments suggest that automotive
applications might use the windscreen to display information to the driver
instead of relying on the smaller optical displays positioned directly in users’
line of sight (Stumpf, 2021).
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The information displayed on automobile HUDs varies by manufactu-
rer and is user configurable, displaying information related to vehicle state,
safety (e.g., collision warning, road signs notification), navigation, com-
munication/infotainment, and environmental conditions (e.g., temperature)
(Park & Park, 2019, Normile & Ulitskaya, 2021). Future applications might
include augmented reality displays depicting crowdsourced data extracted
from social media platforms or third-party providers. Drivers would be able
to choose to display among a host of data including vehicle travel time, roa-
dway conditions, accidents, or road obstructions (e.g., road debris, stalled
vehicle, accident). This brief review summarizes the findings of the research
literature on the effects of HUDs on pilot performance, how display symbo-
logy design characteristics (e.g., size, number, positioning etc.) affects user
attention and vision, and differences in the two user populations (pilots ver-
sus drivers). Two databases were utilized to search for literature including
Google Scholar and the University Reference Library Databases, as well as
Google for demographic statistics. In addition, the reference section of each
article was utilized in order to find additional relevant material.

OPERATIONAL AND USER DIFFERENCES

Unlike pilots, drivers receive little or no training on HUD use other than the
information the dealer shares upon delivery of the vehicle or the information
available in the owner’s manual. In contrast, pilots receive rigorous training
on the use of aircraft instruments, related Head-Down Displays (HDD), and
Head-Up Displays. Aviation HUDs depict primary flight information sources
that can vary by phase of flight. In comparison, there are fewer primary
driving information sources (i.e., vehicle speed, fuel level, engine temperature,
wayfinding, driving instructions, hazards, etc.) that might be displayed on
a vehicle HUD, reducing potential clutter (Gabbard et al., 2014, Wood &
Howells, 2000).

The characteristics of the pilot and driver populations also differ considera-
bly. In the United States, pilots are predominantly male (86.2%) with a mean
age of 46 years (“Airplane pilot demographics and statistics,” 2022). Most
pilots are required to submit to a yearly medical evaluation that assesses a
range of functions including visual acuity, peripheral vision, and color vision.
No such requirements exist for drivers. The population of drivers is signi-
ficantly more heterogeneous in every relevant characteristic including age,
visual acuity, contrast sensitivity, visual accommodative range, experience,
and training, all of which affect an individual’s ability to use a HUD.

HUD ISSUES

HUDs are standard equipment in a wide range of military and civilian
aircraft, and research has confirmed some of the hypothesized benefits
on pilot performance over HDDs (Fadden et al., 2000, Wickens et al.,
2004). Because the HUD displays flight instrument information proximal
to the pilots’ out-the-cockpit (OTC) view, it lessens visual scanning and rela-
ted head and eye movements when scrutinizing flight relevant information
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(Martin-Emerson & Wickens, 1997). The proximal position of flight infor-
mation to the pilot’s line of sight may increase the probability of detecting
events in the external scene compared to HDDs (Wickens et al., 2013).
Finally, HUDs reduce accommodative visual responses associated with shifts
in attention between the OTC view and HDDs in the cockpit (Fadden et al.,
2000, Wickens et al., 2004). On road and simulator studies of automo-
tive HUD applications have reported similar benefits compared to HDDs
including reduced response times to urgent events (Liu & Wen, 2004, Srini-
vasan, 1997, Horrey et al., 2003, Horrey & Wickens, 2004), reduced mental
stress (Liu & Wen, 2004), fewer and shorter fixations away from the road
(Kaptein, 1994), greater adherence to posted speed limits (Sojourner&Antin,
1990), and better longitudinal and lateral vehicle control (Smith et al., 2015,
Topliss et al., 2019).

Attention and Cognition

Research has also demonstrated that HUDs can reduce a pilot’s ability to
detect unexpected events in the external scene (Haines et al., 1980). This phe-
nomenon, termed cognitive or attentional tunneling, arises when pilots attend
to the display symbology on the HUD instead of jointly processing the HUD
symbology and external environment. Visual display clutter, the use of non-
conformal symbology, and the location of symbology on the HUD appear to
increase the susceptibility to cognitive tunneling (Pullukat et al., 2020). Simi-
larly, a driver’s attention might be captured by the overlaid HUD symbology
and graphics rather than processing the external scene and symbology simul-
taneously. In fact, the use of a digital HUD displaying vehicle speed has been
reported to slow responses to a braking lead vehicle (Wolffsohn et al., 1998)
and to impair lane keeping performance while improving the maintenance
of vehicle speed (Hagen et al., 2005). The findings offer evidence that when
a driver’s focus is directed toward the display, other primary tasks are unin-
tentionally abandoned, thus compromising the driver and their passengers’
safety (de Oliveira Faria, 2020). The risks are perhaps greater in driving given
the number and diversity of potential hazards a driver must detect, evaluate,
and avoid (Maroto et al., 2018). Topliss et al. (2019) found that in higher
mental workload situations, such as when the HUD displays an alert when
a lead car brakes, the driver’s performance suffers. Whenever the driver was
interrupted with an alert while also performing another cognitively deman-
ding task, driving performance was impaired leading to longer reaction times
and heavy, abrupt braking (Topliss et al., 2019). Moreover, when using a full
windscreen display, they reported that lane keeping was poorer when the
HUD imagery was presented peripherally. This was likely due to rapidly swi-
tching ambient and focal visual scenes (i.e., focal - from reading a message
on a display to reading a road sign, or ambient - from viewing the display
screen and then switching to the road view).

Image Optical Distance

A primary design concern is the optical distance of symbology displayed on
the HUD. Aviation HUD images are collimated and thus appear at optical
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infinity whereas automotive HUDs are focused at a distance of 2 to 2.5meters
or 6.5 to 8.2 ft (Tufano, 1997, Gish & Staplin, 1995). Shorter optical dista-
nce may be problematic for older drivers due to presbyopia which reduces
their accommodative range particularly for near distances. For accurate depth
perception, the driver needs to infer the correct depth of the symbology and
object when displayed in order to react accordingly to the hazard in the real
world (Singh et al., 2018). Matching the perceived depth of HUD symbols
and graphics to the external scene is challenging due to differences in the
effectiveness of the cues depending on visual characteristics, such as scene
content and the distance of the display from the driver’s eyes.

Vision

A central purpose of a HUD is for the vehicle operator to recognize sym-
bology and graphics in order to evaluate vehicle states and detect alerts
concerning road conditions or hazards. The ability of a driver to detect and
read HUD symbology may be affected by changes in visual acuity and con-
trast sensitivity that worsen with age, due to normal aging processes and an
increase in prevalence of medical conditions affecting vision (McGwin et al.,
2000, Owsley et al., 1999). Older adults have a higher risk of eye diseases like
cataracts and age-related macular degeneration (ARMD). Cataracts increase
light scatter inside the eye reducing visual acuity and image contrast including
that of HUD text and symbology, which would in turn affect symbol dete-
ction and recognition (Ortiz et al., 2013). ARMD is a retinal disease process
that often damages the central foveal region of the retina reducing visual
acuity and the readability of small text or icons. Other eye diseases such as
Glaucoma affect peripheral vision resulting in increased detection thresholds
or loss of peripheral vision. Individuals experiencing these eye conditions may
be licensed to drive with or without restrictions. The designers of automo-
tive HUDs must be cognizant of these conditions so they can make informed
design choices to accommodate the largest range of users.

NTE and HMD Technology

Near-to-Eye (NTE) and Head-Mounted Displays (HMD) are two forms of
assistive technology that display information in the user’s front field of view.
Due to the visual and accommodative issues of potential HUD users, the
closer the display is placed to the eye, the more significant these concerns
become. Additionally, in a study on the use of Google Smart Glass, results
showed weaker visual attention when using wearable technology in dual-task
scenarios; this poses a significant issue in the use of NTE/HMD technology
during potentially dangerous situations such as driving (Lewis & Neider,
2018). Users of consumer HMDs such as Microsoft HoloLens also report
motion sickness, eyestrain, headaches, and general discomfort following use
(Vovk et al., 2018). These symptoms may diminish with training and fitting
of the HMDs to address individual differences such as interpupillary dista-
nce and facial features (e.g., the shape of the nose). Windshield HUDs may
be preferred over NTE/HMDs given they cannot be lost, broken, or mispla-
ced and do not interfere with the driver’s eyeglasses. Further, Head-Mounted
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Display devices have also been found to negatively impact visual search due
to the promotion of movement of both the eyes and the head (Grudin, 2002).

Clutter and Distraction

HUD symbology, text, or associated pictograms can cause visual clutter, thus,
slowing search for relevant driving information. This may be exacerbated
under higher workload conditions. Windshield HUDs enable wider imple-
mentation of augmented reality. Information displayed on the windshield is
tightly registered to an object appearing in the environment to alert the dri-
ver of a hazard or to present identifying information related to road features.
However, the visual saliency of the information will vary depending on the
visual scene (Gabbard et al., Pauzie, 2015). Thus, the superimposed infor-
mation may compete for attention when the driver is focused on demanding
driving conditions, like inclement weather, or it may obscure important road
features (e.g., road debris). Under these situations, a HUD might be more of
a distraction than a safety aid.

CONCLUSION

Drivers are managing the operation of vehicles equipped with many automa-
ted safety features that share and receive information from the transportation
infrastructure and other road users. Drivers have access to an extensive range
of information sources and apps (e.g., navigation, traffic reports, weather,
food stops, fuel stations) to make driving related decisions. These advances
offer a compelling case motivating the development of automotive HUDs (or
newWindshield HUDs). Automotive HUDs and related technology hold pro-
mise of positively impacting driver performance, situational awareness, and
safety. However, lessons from aviation also demonstrate that this is not alw-
ays true. Future applications must carefully consider what, where, when, and
how to present information to maximize safety while minimizing driver wor-
kload and distraction. This review highlights some of the unique challenges
that designing HUDs for the consumer population poses for engineers and
human factors experts.
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