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ABSTRACT

Space travel imposes significant risks to crew health due to physiological adapta-
tions, exposure to physical and psychological stressors, and limited capabilities to
provide medical care. When medical emergencies occur, appropriate use of diagnostic
and procedural guidance tools are crucial countermeasures against the risks of injury
and mission failure. Point-of-care ultrasound (POCUS) is the only portable imaging
modality available during exploration missions that can provide critical and dynamic
medical information. Developing competency in POCUS is time-consuming and it is
usually achieved through years of medical residency or clinical fellowship training pro-
grams. Due to the amount of astronaut training currently required, it is not feasible to
also provide them with in-depth POCUS training. Current cognitive aids for POCUS-
based procedures are either paper-based or static electronic checklists, which can be
cumbersome to use, non-intuitive, and sometimes distracting; applying their written
guidance to real actions can be difficult. To overcome these limitations, we developed a
proof of concept of an augmented reality (AR) Coach (AR-Coach) as an Augmented Cli-
nical Tool (ACT): a hands-free virtual coach system that guides the crew in real-time on
how to perform POCUS during medical emergencies in space. To better understand the
context and design requirements for the proposed ACT, we applied a human-centered
design approach as part of our wider space medicine research program. We convened
a multidisciplinary expert panel (n = 46), including astronauts, flight surgeons, clini-
cians, XR and AI experts, to identify essential capability requirements. Task analysis
with five experts, including clinicians, human factors researchers, and an XR develo-
per, was used to create a process model of a POCUS-guided procedure to diagnose
a potentially life-threatening condition (i.e., pneumothorax) that could occur during
space travel. An iterative design and prototyping process was conducted. Informed
by the expert panel and task analysis, we created a proof of concept of the AR-Coach
which includes holographic panels that guide the crew in confirming the diagnosis of
pneumothorax using POCUS. The results of this study can be applied in advancing
space technologies that support astronauts in managing medical events during space
exploration missions, optimizing performance, and improving crew safety.
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INTRODUCTION

In recent years, the National Aeronautics and Space Administration (NASA),
European Space Agency (ESA), and other governmental agencies along with
private companies such as SpaceX, Virgin Galactic, and Blue Origin have
expanded their efforts in promoting and optimizing manned missions beyond
low Earth orbit (Institute of Medicine et al., 2001). These missions aim to
take astronauts and other space travelers beyond the Earth’s orbit to aste-
roids, the Moon, and Mars. Considering the rapid growth in commercial
launches and the goal of the Artemis program to return humans to the Moon
by 2025, exploration missions into deep space are likely to occur in the near
future (Robertson et al., 2020).

Accumulated data have demonstrated that spaceflight has detrimental effe-
cts on human health, imposing significant and unique risks to crew members
due to physiological adaptations, exposure to physical and psychological
stressors, and limited capabilities to provide medical care (Norsk, 2020).
During deep space missions, such as a trip to Mars which may take up
to 34 months, the risks and challenges to the crew astronauts’ health will
be tremendous. Therefore, critical measures and mitigation strategies need
to be in place in order to ensure crew health and mission success (Bartone
et al., 2019). When a medical event occurs in space, appropriate use of
diagnostic and procedural guidance tools are crucial countermeasures to
mitigate against the risks of injury and mission failure. Currently, ultra-
sound is the only medical imaging modality readily available during space
missions (Martin et al., 2003). Point-of-care ultrasound (POCUS) provides
critical information for medical diagnosis and procedural guidance in real-
time. Previous studies have demonstrated the utility and efficacy of POCUS
as a portable and versatile diagnostic imaging modality under austere condi-
tions during space missions (Jadvar, 2000). Availability of POCUS in a highly
compact form enables its use in space travel, where weight and size restricti-
ons are strict (Jones et al. 2009). However, POCUS accuracy and effectiveness
are largely operator-dependent compared to other imaging modalities, often
demanding robust and intensive training prior to use (LoPresti et al., 2019).
This is usually achieved through years of medical residency or dedicated
clinical fellowship training (Good et al., 2021).

Due to the vast amount of training that astronauts are currently requi-
red to complete, it is not feasible to receive additional in-depth medical
training. International Space Station (ISS) crew members, for instance, cur-
rently receive only 3-hours of training on POCUS, including hardware and
software familiarization, ultrasound basics, and specific instruction for any
science activities planned for their flight (Sargsyan et al., 2005). These
factors limit the ability of space crew members to effectively perform POCUS
autonomously without additional support.

Currently, astronauts have access to paper or static electronic cue cards and
cognitive aids to support their completion of POCUS-based and other medi-
cal procedures. For example, those for POCUS-based procedures provide
information on equipment controls, probe placement, and probe manipu-
lation. However, these aids can be cumbersome to use, non-intuitive, and are
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Figure 1: Research and design cycle used in creating the AR Coach.

sometimes distracting (Seagull et al., 2007). Further, in a time-sensitive cli-
nical scenario, these card-based medical algorithms are not often sufficient
to improve clinical outcomes. To address these limitations, remote guida-
nce has been investigated as an option for POCUS imaging in low-orbit
space missions (Sargsyan et al., 2005). After communication has been establi-
shed, a POCUS expert at the mission control center (MCC) guides the crew
through real-time or near real-time video transmission of ultrasound images
and video, allowing the crew to be guided on probe placement, anatomical
landmark identification, and image interpretation. Previous studies suggest
that limited training combined with remote guidance by a POCUS expert
using a system of visual and verbal cues can effectively facilitate complex
medical imaging during space missions (Martin et al., 2012).

While promising, the feasibility of remote guidance by a ground-based
expert is limited, particularly in deep space missions, due to communica-
tion latency and sometimes lengthy blackout periods. To take the benefit
of real-time clinical guidance during POCUS into space, and overcome the
limitations related to reliance on communication with MCC, we develo-
ped a proof of concept of an augmented reality coach (AR Coach) as an
augmented clinical tool (ACT) to support space crews in a progressively
Earth-independent manner. The AR Coach is a hands-free system, using AR
and highly realistic digital coach avatars, that guides a crew with limited
ultrasound training on performing POCUS during medical emergencies in
space in real-time.

MATERIALS AND METHODS

To better understand the context and design requirements for the proposed
ACT, we applied a human-centered design approach as part of our wider
space medicine research program. Figure 1 shows a graphical summary of
the approach.

Expert Panel

As a part of our ongoing NASA-TRISH (Translational Research Institute for
Space Health) project, we first convened a multidisciplinary subject matter
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expert (SME) panel, which included astronauts, flight surgeons, clinicians,
extended reality (XR) experts, machine learning (ML) and artificial intel-
ligence (AI) experts, human factors, engineering, and medical simulation
(n = 46). The sessions with the SMEs were completed through 5 monthly
video conferences; they also completed Delphi method surveys to identify
essential XR capabilities and technical features for medical training and
clinical support. Eighty-nine XR capabilities were identified, 76 of which
were considered essential for space missions, medical training, and real-time
clinical guidance.We also conducted iterative card sorts (open sorting: 8 rese-
archers, closed sorting: 3-4 researchers) to categorize these capabilities. We
identified 11 categories: XR Features, Assessment and Feedback, Clinical
Competence, Clinical Guidance, Environmental Fidelity, Interoperability and
Integration, ML/AI, Platform Customization, Adaptive Learning, Training
Modalities/Pedagogy, and User Experience and Interface.

Task Analysis

A cognitive task analysis (CTA) with five experts (3 clinicians, 2 human
factors researchers, and 1 XR developer) was conducted to elucidate the
process model of a POCUS-guided procedure to diagnose a potentially life-
threatening condition (i.e. pneumothorax) that could occur during space
travel. CTA is a qualitative approach of analysis derived from human factors
and cognitive psychology (Rasmussen et al., 1994), and has been used in a
variety of formats including interviews, observation, talk-aloud/think-aloud
protocols, etc. In this study, we performed two sessions of semi-structured
interviews—cued by images from different phases of POCUS—with three
experts in POCUS. We used these sessions to understand clinicians’ mental
representations of activities and work processes they are engaged in POCUS
and how those perceptions relate to actions and behavior. The results of the
task analysis (online supplemental material at https://tinyurl.com/2p83w687)
were used to guide the development process of the AR Coach iteratively.

Development

Informed by the identified XR capabilities and results of the card sorting, and
the expert panel and task analysis, we created a proof of concept of the AR
Coachwhich includes holographic panels that guide the astronauts during the
diagnosis of pneumothorax using POCUS. The panels show (i) patient vital
signs monitor, (ii) ultrasound reference images with videos, and (iii) a realistic
human-like avatar communicating the procedure process model (steps and
sub-steps) via voice and text. These holographic objects overlay the user’s
field of view and are easily adjustable by users’ head movements. The voice-
based interaction allows users to engage with the AR Coach conversationally.
The details of design concepts and components are described (Table 1).

a) AR Coach with a high level of realism: We used the MetaHuman appli-
cation from Unreal engine to create a virtual character for the AR Coach.
MetaHuman Creator is a cloud-streamed app that creates fully rigged (series
of interconnected digital bones) digital humans quickly with high quality
(MetaHuman Creator, n.d.), fidelity, and realism. After creating the virtual

https://paperpile.com/c/2app7w/Yd32
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Table 1. AR Coach capabilities based on essential XR capabilities and technical features
for real-time clinical guidance identified by an expert panel (n = 46).

Category Purpose AR Coach capabilities

Extended
Reality (XR)

Support inclusion of XR features (some
specific to medicine)/Permit multiple
users within the XR environment

• Augmented reality application
runnable in HoloLens HMD

Assessment
and Feedback

Structure performance feedback/Provide
feedback/monitor progress Adapt to
support individualized learning

•Monitoring the progress of
POCUS procedure

Adaptive
Learning
Clinical
Competence

Gain new or refresh existing
knowledge/Train procedural, technical
and non-technical skills

• Helping the user to gain new
or refresh existing knowledge of
using POCUS

Clinical
Guidance

Provide clinical guidance • Guiding the user, step-by-step
and interactively, to perform
imaging using POCUS
• Displaying patient’s vital
information on a digital panel
• Displaying reference image
needed for POCUS in a digital
panel

Environmental
Fidelity

Have environmental realism • AR Coach with a high level of
realism (design based on
Metahuman and Unreal engine)

Interoperability
and
Integration

Integrate multiple sources of
data/information/Integrate with other
systems on- and off-board

• Integrating voice, hands, head,
and gesture
• Allowing the user to access a
network web page

ML/AI Use artificial intelligence • Integrating voice processing
Platform
Customization

Enable customization of the XR
platform

• Allowing the user to select
interaction modality between
voice and hand interaction

Adaptive
Learning

Adapt to support individualized
learning

• Not specific capability related
to adaptive learning

Training
Modalities/Pe-
dagogy

Structure and enable approaches to
experiential learning

• Allowing the user to select
different options and explore the
POCUS procedures using next
and back options

User
Experience and
Interface

Optimize usability and clinical
applicability

•Makes the user hands free for
performing the procedure
• Reduces gaze back and forth
to the reference image as it is
aligned with the user field of
view
• The user can dynamically
change the position of the
checklist using head movement

character for our AR Coach, we exported it to the Unreal game engine and
used the LiveLink application to stream human face motion data captured
via an iPhone 12 Pro equipped with LIDAR technology. Using this method,
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Figure 2: Demonstration of the AR Coach being used in a simulated space station
during a POCUS procedure: right (AR avatar), middle (US image), left (patient vital
signs).

we were able to stream high-quality facial expressions to the virtual Meta-
Human avatar, visualizing it with live rendering in the Unreal engine, and
recording the AR Coach conversations. The recorded short clips were then
imported onto the Unity 3D game engine and embedded into the procedure
guidance process model. Figure 2 shows a participant using the AR Coach to
perform a POCUS exam in a simulated spacecraft.

b) Voice-Based Interaction: We used Microsoft’s Mixed Reality Toolkit
(MRTK) from the AR foundations of Unity to make the AR Coach applica-
tion compatible with HoloLens. MRTK is a cross-platform toolkit that has
a set of components and features used for AR/VR development. Voice-based
interaction also was incorporated into the AR Coach application using Spee-
chManager and IMixedRealitySpeechHandler classes provided in theMRTK.
Using this capability, astronauts can interact with the AR Coach using voice
commands while their hands are free to engage in POCUS procedures.

c) Head-Based Interaction: Although AR has been shown as a promising
technology to provide useful information for both training and real-time gui-
dance in healthcare (Zhu et al., 2014), inappropriate placement of virtual
information can adversely impact the operator’s cognitive load, increasing
the chance of human errors, and potentially compromising patient safety
(García-Vázquez et al., 2018). To ensure that the 2D panels are properly

https://paperpile.com/c/2app7w/3PvT
https://paperpile.com/c/2app7w/OKpb
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located in the user’s field of view, we implemented head-based interaction
in the application, allowing the user to adjust the location of the panels by
moving his head up/down and right/left. We used the SloverHandler function
to iteratively test the quality of interaction and then selected the head as the
tracked target type with a vertical sensitivity of 20 degrees.

DISCUSSION

POCUS is the sole diagnostic imaging modality that has been used to manage
medical events during space exploration missions. However, crew training in
POCUS is very limited due to the many competing competencies that astro-
nauts need to develop before spaceflights. These unique constraints require
the development of novel training and clinical guidance systems to support
astronauts performing POCUS in a progressively Earth-independent fashion
towards fully autonomous medical care. In this study, we created a proof of
concept of an AR Coach, a virtual coach system that serves as an unobtru-
sive real-time clinical guidance to help astronauts properly use POCUS during
in-flight medical emergencies.

The design of the AR Coach is novel from several perspectives. First, its
design is based on essential capabilities identified by a multidisciplinary panel
of SMEs with expertise in areas directly associated with deep space medicine,
training, human factors, advanced technologies, and computing. Second,
we used a human-centered design process iteratively guided by the findings
from a task analysis conducted through interviews with emergency clinicians
and human factors experts. Third, the system is deployed on head-mounted
display devices to provide real-time clinical guidance for astronauts with the
help of a realistic AR Coach, in a conversational context, using voice and
gesture interactions. With the unique capability of supplementing the real
world with virtual objects, this technology makes digital information related
to POCUS imaging and patient vital signs coexist in the same space as the real
environment, enabling astronauts to have ready access to critical medical data
as they receive step-by-step guidance in performing POCUS.

This proof of concept provides an interactive clinical guidance experience
for astronauts on using POCUS via an AR glass (HoloLens). Integrating AR
technology with a realistic and real-time coach in a conversational context
has great potential for clinical guidance systems. Future studies can use this
proof of concept to experimentally evaluate its usability and effectiveness
in optimizing astronauts’ performance in using POCUS. Future research is
needed to evaluate the effectiveness of the AR Coach for non-medical per-
sonnel of varying science backgrounds and education levels on how they use
a portable ultrasound for diagnostic and procedural purposes.

CONCLUSION

In this study, we developed a proof of concept of a conversational AR Coach
with a voice- and a gesture-based interface that can be used as an ACT to
guide astronauts through clinical tasks, such as POCUS, in space. The fin-
dings from this work can be used to advance space technologies that support
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astronauts in managing medical events during space exploration missions,
optimizing performance, and improving crew safety. The proposed ARCoach
can also be used as a decision support and real-time task guidance system for
other non-medical space operational situations, such as maintenance tasks
and extravehicular activities (i.e. spacewalks). As deep space travel becomes
more commonplace, further work exploring the utility and applicability of
novel instructional tools such as this will be needed.
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