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ABSTRACT

In this paper, the proposed application will correct the form of a bowler with poor form
and increase their performance. The proposed approach uses an Xbox Kinect sensor
to capture the skeleton of a bowler from the side rather than the front. The skeleton of
the bowler is captured instead of the movement, which allows for a better assessment
of the bowler’s form and helps capture the form of the bowler clearly and accurately.
By capturing the movement of the skeleton itself, instead of the body’s movement, the
application can provide better feedback on the form of the bowler. Thus, improving
their form and performance.

Keywords: Kinect sensor, Bowling form, Human-computer interaction, Posture corrector

INTRODUCTION

When we go to bowling alleys, more often than not, we are often mesmerized
by the one person who seems to get a strike with every swing. Is it the way
they swing the ball? Or is it due to their feet placement? However, the answer
is far more straightforward than one might think; the form we use to bowl
can make a massive difference between getting a strike and getting a gutter
ball.

Having poor performance at this sport can make playing it frustrating and
embarrassing due to the constant gutter balls and inconsistent swings. To
increase the chance of getting a strike, proper form is needed to do so. When
bowling, people with proper form are more likely to bowl a strike than some-
one who does not have proper form, as having proper form can increase
performance and the chance of a strike.

To improve the form of a poor bowler, the Xbox Kinect senor V2 was used
to provide the necessary adjustments to correct a bowler’s form. To train the
sensor with proper form, proficient bowlers provided training data to the
sensor. When selecting bowlers with poor form, the following was observed
in non-proficient bowlers: tensed shoulders, an improper swing of the ball,
not crouching in the follow-through stage, and skipping the stance stage. By
using the sensor, we can capture and record the skeleton of a bowler and set
up a virtual environment that provides the feedback needed to perfect their
form.
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In current practices, Virtual environments are created, and the Xbox Kinect
sensor is used to capture the user’s movement by using software such as Pri-
meSense OpenNI to interact with the Kinect sensor to calibrate it to detect the
proper posture for a user (Taylor et al. 2013). Others have used a virtual envi-
ronment and the Xbox Kinect to detect full-body movement instead of upper
body parts (Torres et al. 2019). They prompt the user to follow each task and
provide visual feedback on the necessary adjustments that need to be made
to have the proper form when exercising (Conner and Gene, 2016). Auth-
ors have also leveraged mobile cameras and the android platform to conduct
performance monitoring of exercises as a way of increasing accuracy and exe-
rcise motivation (Gharasuie et al. 2021) (Caulfield et al. 2011). Remaining
along the lines of mobile applications, researchers have used Convolutional
Neural Networks in a mobile application to provide the user with feedback
in real-time. This application classifies images into correct, hips too low or
high in static exercise such as squats and planks (Militaru et al. 2020).

The PlayStation Move and Eye have also been used to train users to become
better golfers (Tanka et al. 2018). This process involves mapping a PlaySta-
tion move controller to the golf club’s shaft and one to the user’s head. The
PlayStation Eye is used to capture the movement, which is then passed to the
computer using a software called Move.me (Tanka et al. 2018). Additionally,
some work proposes using Virtual Reality (VR) to replicate the bowling expe-
rience and provide the user with a virtual environment to simulate a bowling
alley (Marsico et al. 2020). VR has been a prominent choice amongst resea-
rchers as it promotes calmness of participants engaging in VR-related exercise
and activities (Kim and Lee, 2018).

Some researchers use a more robust process to track the motion of users.
The authors of (Ikeda et al. 2019) created a golf training system without video
game sensors to provide visual and aural feedback. The approach involved
fitting the user in a tracking suit, then projecting the user’s shadow onto
the ground in real-time, which provided visual feedback to the user on their
form, while the golf club provided audio feedback to the user based on the
golf club’s orientation. This paper will present a bowling corrector that will
leverage the Kinect sensor to improve bowling performance. The following
sections discuss relevant previous work, details about our proposed method,
and preliminary results.

BOWLER CORRECTOR

The proposed method compromises of the following key features: 1) Skeleton
Data Capture 2) Gesture Model Training 3) Application Development.

Skeleton Data Capture

The proposed approach uses the Xbox Kinect sensor to capture the skeleton
of a bowler from the sider. We capture the skeleton of the bowler instead of
the movement, which allows us to assess the form of the bowler more clearly
and accurately. Since this is a complex gesture, it had to be split up into
three gestures that would be later stored in the bowling database - Follow
Through, Stance, and Swing Arm Back (As shown in Figure 1). Breaking this
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Figure 1: Gestures in database.

Figure 2: Kinect training setup.

Figure 3: Kinect studio.

gesture into parts makes it easier for the sensor to detect. To make sure that
the sensor can detect the gestures, training data needed to be provided. To do
this, Kinect Studio was used to record the skeleton of a bowler with proper
form. For example, to record the skeleton of the bowler, the Kinect Sensor
was placed 14 feet away from the bowler to ensure that the entire skeleton
was captured. (Figures 2 and 3). As shown in Figure 3, on the laptop, Kinect
Studio is currently running, and the body index of the bowler is rendered.
Once the skeleton is being tracked, the skeleton of the bowler is recorded.
Finally, when recording the skeleton’s movements, the following cues shown
in Figure 4 were executed. By following these cues, we can ensure that the
bowlers execute each gesture to train the sensor to recognize them. In Kinect
Studio, proficient bowlers were asked to bowl as they usually would and
execute each cue three times; a total of 5 bowlers performed these cues.
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Figure 4: Bowling cues (Ansari, 2017).
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Figure 5: Visual gesture builder.

Gesture Model Training

Once all the data from the proficient bowlers were recorded and saved, the
sensor application can be trained to recognize each gesture. In Visual Gesture
Builder, each training clip recorded in Kinect Studio was loaded into Visual
gesture Builder (Figure 5). A clip was loaded and tagged for each respected
gesture, for example, the Stance gesture open in Figure 5, and a specific por-
tion of the clip where the stance gesture is present is tagged. After each gesture
has been tagged, different trial clips are then loaded (files ending in. a), where
they are analyzed, and the AdaBoostTrigger algorithm is run against each
clip to analyze and classify the gesture present in each clip. After this process,
the program generates the bowling database file that is needed to create the
application.

Application Development

Once the database file was generated from the Visual Gesture Builder, the
application could now be built. The application was created in C#, built off
of the coding sample from the Kinect studio. After the application was com-
plete, the effectiveness of the application needed to be tested. To evaluate the
effectiveness of the application, Sports Champion 2 for PlayStation 3 using
the PlayStation eye and move controller was used to test the given feedback
from the application. After each frame, the bowler bowled, their score was
recorded and compared to the previous frame they had bowled when the
corrector was not in use. After the bowler had finished their frames, the data
from their game was collected and later analyzed.
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EXPERIMENTAL SETUPS AND EVALUATIONS

When developing this application, the Kinect SDK was used to clarify the
Kinect library for writing code to interact with the Kinect sensor. When gath-
ering training data for the sensor, the application Kinect Studio was used. This
application and the Visual Gesture Builder can be found in the Kinect SDK
and coding samples. By installing the Kinect SDK, the drivers and necessary
components for using the Kinect are also installed.

Training and Tagging

The Xbox One Kinect Adapter for Windows Interactive APP Program Deve-
lopment was used, which allowed commutation between the computer and
the sensor. Once the sensor was connected to the computer, recording of
the movements could begin. The sensor was placed 4 % ft off the ground
(Figure 2), then a marker was placed 14 ft away from the sensor to ensure
that the entire body was captured in the frame. To train the sensors with
proper bowling form, the bowlers with good from were asked to stand on
the marker and perform the cues previously mentioned, and they were also
instructed to perform these cues facing forward to ensure the sensor captured
the right side and not the front. After the bowlers had completed performing
all the cues, the clips were saved and inserted into the Visual Gesture Builder.
In Visual Gesture Builder, every clip that was recorded in Kinect Studio was
loaded into the application. Once the clips had been loaded, each clip was
tagged to mark where the stance existed in the clip. After tagging each clip,
the database could be compiled, which generated the gesture database file
(.gbd file) with all the gestures created in Visual Gesture Builder, the Stance,
Swing Arm Back, and Follow Through gesture.

Gesture Recognition

After the file is created, this file is then copied into the source folder of the
code called Database. In this folder, we place the .gbd file here so we can
access it. Once the file is in the folder, code can be written to interact with the
sensor. When developing this application, Kinect SDK was used as a starting
point to write the code to interact with the sensor. This helped in creating
the KinectBodyView class that reads in the skeleton of a person entering
the frame. Once the code for this application was complete, the application
needed to be tested.

Testing

When testing the effectiveness of the application, Sports Champion 2 for Play-
Station 3 using the PlayStation eye and move controller was used. This game
was chosen because it was the most realistic to actual bowling, and with
covid concerns, this was the best way to ensure cleanliness. Bowlers with bad
bowling forms were recruited to test this application based on their perfor-
mance during a live demo. The testing environment was set up as follows,
The Kinect sensor was placed four and a half feet off the ground (Figure 6),
and a marker was placed 14 ft away from the Kinect sensor, which was placed
to the right of the bowler. The game was placed on a table, and the bowlers
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Figure 6: Kinetic testing setup.

Figure 8: Sport champion 2.

stood 3ft away from the PlayStation eye camera (Figure 8). The monitor was
also set up beside the game so the bowlers could see their form and feedback
in real-time (Figure 7). The bowlers with poor form were asked to play two
games of bowling with the difficulty level set to championship; this increased
the sensitivity of the move controller and removed all aides that prevented the
ball from going into the gutter. The first game they played involved playing
without the corrector to assess how they bowled without the corrector. The
second game they played involved the corrector, during this game, they had
to follow all of the cues the bowlers with good form followed, and the appli-
cation provided feedback on what they needed to change. Finally, after the
end of each second game frame, their scores were recorded and compared to
how they did in the previous frame of the first game. Finally, once the second
game concluded, the data was saved to analyze the scores further.

RESULTS

When testing the effectiveness of the application, two trial runs were attem-
pted; in the first trial run, the bowlers were asked to play two games that
consisted of 3 frames the results of these trials are listed in Tables 1-4. This
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first trial consisted of 3 players all-male, whose ages ranged from 19 to 21.
After the first game, these were the results.

From the scores recorded in Tables 1, no one in this first trial was able
to get a strike, and they had a hard time getting a spare as well. However,
there was a drastic change in these scores once the corrector was used in the
second game. When testing the effectiveness of the application, two trial runs
were attempted; in the first trial run, the bowlers were asked to play two
games that consisted of 3 frames. This first trial consisted of 3 players all-
male, whose ages ranged from 19 to 21. After the first game, these were the
results.

In Table 2, we can see the players were able to get strikes in this second
game using the corrector. Both players 1 and 3 improved their scores, thus
concluding that the corrector improved their performance. However, this can-
not be said about player 2. Player 2 was left-handed and asked to play both
games using their right hand, their least dominant hand. This caused the
outcome to be different for them because they were able to create a form
that was comfortable for them to bowl in the first game. However, in the
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second game, that form was being corrected, and they had to relearn how to
bowl using their right hand, causing the outcome to be different from player
1 and player 3. To verify the results of the first trial, a second trial was con-
ducted. This trial was conducted the same as the first trial, but the players
had changed, and the number of frames. 2 players were asked to participate,
one male (60) and one female (23). They were asked to play two games of
bowling that consisted of 5 frames. After the first game had concluded, these
were the results.

As seen in Table 4, we can see the players were able to get strikes and
overall do well in the first game. However, similar to the first trial, once the
corrector was introduced there was a divide in the results once again.

The scores in Table 4 are from the second game once the corrector was
used. Based on the results, we can see that Player 1’s performance improved
by seeing that they were able to knock down more pins from the feedback
given. Player 2 was similar to the outcome of player 2 in the first trial; both
were left-handed and struggled using their right hand to bowl. As a result, as
they began getting feedback on their form in the second game, they had to
relearn how to bowl and get accustomed to using their right hand.

DISCUSSION AND CONCLUSION

An issue that affected the results of the left-handed players was the training
data given to the sensor. All of the bowlers with good form were right-handed,
and the sensor was recording them from their right side. So, when left-handed
bowlers used the corrector, they got different results from other players. Left-
handed players had to use their right hand to use the corrector because if
they used their left-hand, the Swing Arm Back gesture was never detected.
We can assume that if a second sensor were capturing the data from the left
side while the other sensor was capturing from the right, the outcome for left-
handers would have been different. Another limitation faced in this study was
the amount of training data that the sensor had. With Covid, the number of
participants had to be reduced to ensure the safety of the participants, which
also affected the results of the study. Future studies of this work will need to
have more participants, include proficient left-handed bowlers, and increase
the number of bowling games to evaluate the correctors effectiveness better.
To recap, the proposed application introduced in this paper utilized the Xbox
Kinect sensor to capture the skeleton of a bowler, then provided feedback on
their form to increase their performance. This was accomplished by utilizing
the Kinect SDK to train the Kinect sensor to detect the bowling gestures,
to provide feedback on a bowler’s form. This application was then tested
by conducting two trials, where participants played Sports Champion 2 for
PlayStation 3 using the PlayStation eye and move controller to perfect their
form. The end result of this was an application that improved the form of a
bowler with poor form and increased their performance.
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