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ABSTRACT

Complex safety-critical technological system breakdowns could pose serious threats
for workers and the surrounding communities. These organizations are inherently
complex and depend on the latest technologies to survive and function properly.
Failures in these systems are rare but highly visible, making the consequence of
such failures disastrous. To survive, a technological system must have the ability to
respond to operational anomalies before any undesirable consequences, which the
system seeks to avoid, can occur. As task uncertainty increases in complex systems
(typical in ‘non-normal’ or emergency situations), the number of exceptions to rou-
tine operations increases, overloading the organizational hierarchy. To meet the new
challenges, the organization must use another mechanism to sustain itself. The Pre-
sidential Policy Directive (PPD) 21, defines resilience as the ability to “prepare for
and adapt to changing conditions and withstand and recover rapidly from disrupti-
ons”. Without understanding the vital role of human and organizational factors in
technological systems and proactively addressing/facilitating their interactions during
unexpected events, recovery will be a sweet dream, and resiliency will only be an
unattainable mirage. A High Reliability Organization (HRO) is a resilient organization.
These Organizations are a subset of high-risk organizations designed and managed
to avoid such accidents. In this paper, we study the influence of HRO characteristics
on safety culture, resiliency, and the organizations’ ability to respond to unforeseen
events.
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Technology integration

INTRODUCTION

Complex safety-critical technological systems breakdowns, which are often
characterized as ‘low probability, high consequence’, could pose serious
threats for workers, the surrounding communities. These organizations are
inherently complex and depend on the latest technologies to survive and
function properly. They strive to avoid catastrophic events while performing
dynamic tasks under strict time constraints, operating technology posing
large-scale physical hazards. Failures in these systems are rare but they are
highly visible, making the consequence of such failures disastrous.

Over time, organizations learn how to approach and eliminate visible and
routine problems, and the positive feedback that they receive creates a culture
that directly influence organizational performance. The same concept does
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not apply to high-risk operations, since in these organizations risks are not
clear. Studies show that the serious events are often the result of systemic
failures, human errors, or organizational weaknesses. Some of these factors
may seem inconsequential when evaluated in isolation. (IAEA, 2012)

In order to survive, a technological systemmust have the ability to respond
to operational anomalies before any undesirable consequences, which the
system seeks to avoid, can occur. As task uncertainty increases in complex
systems (typical in ‘non-normal’ or emergency situations), the number of
exceptions to routine operations increases, overloading the organizational
hierarchy. In order to meet the new challenges, the organization must use
another mechanism to sustain itself.

The Presidential Policy Directive (PPD) 21 (Office of the Press Secretary,
2013), defines resilience as the ability to “prepare for and adapt to changing
conditions and withstand and recover rapidly from disruptions.”This is simi-
lar to the generic definition of resiliency, as “the power or ability to return to
the original form, position, etc., after being bent, compressed, or stretched;
elasticity.” Without understanding, the vital role of human and organizati-
onal factors in technological systems and proactively addressing/facilitating
their interactions during unexpected (“beyond design basis”) events, recovery
will be a sweet dream and resiliency will only be unattainable mirage.

A High-Reliability Organization is a resilient organization. These Organi-
zations are a subset of high-risk organizations designed andmanaged to avoid
such accidents. The fundamental characteristics of an HRO foster a culture
of trust, shared values, unfettered communication, and process improvement.
It nurtures, promotes, and takes advantage of distributed decision-making.
In this paper, we study the influence of HRO characteristics on safety culture,
resiliency, and the organizations’ ability to respond to unforeseen events.

High Reliability Organizations

For more than twenty years, we have been conducting research on a diverse
domain of complex socio-technical systems such as five modes of transpor-
tation (esp. aviation), oil refining, healthcare, and aircraft carrier flight deck
operations. Organizations that run these systems operate relatively error free
in high-risk, hazardous, and rapidly changing (dynamic) environments, over
long periods of time, and make consistently good decisions that result in high
quality and reliable successful operations. The invisible “glue” that makes
different, independent operational sub-systems and entities rapidly configu-
res and coordinate together in a seamless fashion revolves around the concept
of the HRO.

Our research has shown that as task uncertainty increases in complex
systems, (typical in “non-normal” or emergency situations), the number of
exceptions to routine operations increases, overloading organizational hiera-
rchy. In order to meet the new challenges, the organization must use another
mechanism to sustain itself. It must be able to flexibly reconfigure and synch-
ronize all of its system elements to address the threatening issues. The HRO
approach enables independent systems to become interdependent in amanner
that any organization can accomplish. The fundamental characteristics of an
HRO foster a culture of trust, shared values, unfettered communication, and
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process improvement. It nurtures, promotes, and takes advantage of distribu-
ted decision-making, “where the buck stops everywhere.” (Denyer, Tranfield,
& Aken, 2008)

According to an analysis of high-reliability systems such as flight ope-
rations on aircraft carriers by Weick and Roberts (1993), a culture that
encourages individualism, survival of the fittest, macho heroics, and can-
do reactions is often, counterproductive and accident-prone. Furthermore,
interpersonal skills are not a luxury, but a necessity in high-reliability orga-
nizations. The culture of a HRO is one that anticipates failures within its
organization and sub-systems and works diligently to avoid error and mini-
mize its impact. This preoccupation with the possibility of failure leads to
a continual state of ‘mindfulness’ combined with a strong desire to be a
‘learning organization’. (Weick, Sutcliffe, & Obstfeld, 2008) HROs Com-
munication, paying attention to systems interfaces, organizational culture,
and flexibility are major factors in risk mitigation of large-scale complex
organizations (Grabowski & Roberts, 1996).

HROs aim to empower the employees, especially experts at different tech-
nical areas, experts are not necessarily those with highest experience in the
organization but those who have the best knowledge of the task on hand.
Empowerment involves the decentralization of decision-making authority
and responsibility, and it purportedly improves organizational flexibility by
permitting more localized adjustments. (Bigley & Roberts, 2001) In other
word when the hazardous situation happens, HROs flatten their command
structure and give the person with more expertise more authority to make
decisions. This way they expedite the decision-making process, which is a cru-
cial factor to a successful emergency response. HROs actively seek to learn
what they do not know, design systems to disseminate relevant knowledge
relating to a problem available to everyone in the organization, learn rapidly
and efficiently, train staff to recognize and respond to system abnormalities,
empower staff to act, and design redundant (sub-)systems to anticipate pro-
blems (N.Meshkati, 2010).It is possible that all HROs that all these strategies
and processes, However lacking most of these characters would make such
organization accident prone. (Roberts K. H., 1990)

The two key attributes mark high-reliability organizations:

1. A chronic sense of unease, i.e., they lack any sense of complacency. For
example, they do not assume that because they have not had an incident
for ten years, one won’t happen imminently;

2. Strong responses to weak signals, i.e., they set their threshold for inte-
rvening very low. If something does not seem right, they are very
likely to stop operations and investigate. Consequently, they accept an
uncommonlymuch higher level of ‘false alarms’ than other organizations.

According to Weick and Sutcliffe (2001), “hallmarks of high reliability”
or major characteristics of HRO while “anticipating and becoming aware
of the unexpected” include Preoccupation with failure, Reluctance to sim-
plify interpretations; and Sensitivity to operations. In addition, when the
“unexpected occurs”, HROs attempt to contain it by Deference to expertise,
and Commitment to resilience.
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Preoccupation with Failure: “HROs have a mindset of chronic wariness.
Hubris is the enemy of system reliability.” (Earl Carnes). “Hubris” has deva-
stating effects for system safety, any lapse is a symptom that something may
be wrong with the system; near misses provide opportunities to improve; and
error reporting is highly encouraged.
Reluctance to Simplify Interpretations:Given the complex nature of work,

HROs accept that systems can fail in ways that have never happened before,
and that it is not possible to identify all the ways systems will fail in the future.
Moreover, failures or near misses do not necessarily result from a single and
simple cause. Work context constantly changes, meaning there is no such
thing as “routine” work. Different situations require alertness, sensitivity,
and a good dosage of educated and improvised problem solving capability.
Sensitivity to Operations: HROs have deep knowledge of the technology

and management systems they operate, pay close attention to the front line
where the actual/real work is done, and are aware of emerging local opera-
ting practices. HRO recognizes that systems are not necessarily deterministic,
orderly, stable or routine; but are rather dynamic, complicated and the result
of continuous social construction.
Deference to Expertise: In HROs, expertise is distributed and the system

controller typically defers to the person with the expertise relevant to the
issue they are confronting. An expert is not necessarily the most experienced
or the highest ranked person; it is usually someone at the “sharp end” --
where the real work is done. In other terms, this characteristic of HRO refers
to empowering expert people closest to a problem and shifting leadership to
people who have the answer to the problem at hand.
Commitment to Resilience: HROs can detect, contain, and rebound from

unexpected events. An HRO is not necessarily error free, but errors do not
disable it; the system absorbs or adapts to disruptions without fundamental
breakdowns. The system absorbs or adapts to perturbations and disruptions
without fundamental breakdown. Through fast, real time communication,
feedback, and improvisation, the system can restructure or reconfigure in
response to external (or internal) changes or pressures. Worst-case scenarios
are always imagined, modeled, and rehearsed. (Chapanis, 1996).

High Reliability Organizing and Resiliency

The Presidential Policy Directive (PPD) 21 (Office of the Press Secretary,
2013), defines resilience as the ability to “prepare for and adapt to changing
conditions and withstand and recover rapidly from disruptions.”This is simi-
lar to the generic definition of resiliency, as “the power or ability to return to
the original form, position, etc., after being bent, compressed, or stretched;
elasticity.” Without understanding, the vital role of human and organizati-
onal factors in technological systems and proactively addressing/facilitating
their interactions during unexpected (“beyond design basis”) events, recovery
will be a sweet dream and resiliency will only be an unattainable mirage.

A High-Reliability Organization is a resilient organization. These organi-
zations are ready to respond to unforeseen events by fostering characteristics
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like flexibility, creativity, and spontaneity, which are filtered through indivi-
duals’ capacity to perceive, understand, and make sense of events. (Grøtan,
Størseth, Rø, & Skjerve, October 2008) Sense making is one the main chara-
cteristics of HROs. Studies show that HROs strive to develop the ability to
identify situations that had the potential to evolve into safety critical situati-
ons by learning from previous events. (Dekker & Woods, 2010) Experience
provides individuals with a valuable pool of information and knowledge to
draw on when engaging in pattern recognition, which could consequently
enable them to identify advantage points to create a successful improvised
solution (Trotter, Salmon, & Lenne, 2014).

Complex and safety-critical organizations emphasize on order and con-
trol and reliance on routine to reduce the probability of error could suppress
creativity and innovation when faced with an unexpected situation. Impro-
visation in such organizations could be affected by the “chronic temptation
to fall back on well-rehearsed fragments to cope with current problems even
though these problems don’t exactly match those present at the time of the
earlier rehearsal.” (Weick K. E., 1998, p. 551)

Ambiguity triggers innovation. If individuals and organizations shy away
from ambiguity in the workplace and relationships, they would only be able
to reproduce routine actions (Ahmed, 1998). “Requisite imagination” is a
required principle for a resilient organization. (Grøtan, Størseth, Rø, &
Skjerve, October 2008)

Furthermore, it has been empirically validated that experts in high stress
demanding situations do not usually operate using a process of analysis. Even
their rules of thumb are not readily subjected to it, whereas most of the exi-
sting artificial intelligence-based automated systems always rely on analytical
decision process. If operators of complex systems rely solely on computer’s
analytic advice, they would never rise above the level of mere competence --
the level of analytical capacity -- and their effectiveness would be limited by
the inability of the computer systems to make the transition from analysis
to pattern recognition and other more intuitive efforts (Dreyfus & Dreyfus,
1986).

Finally, Meshkati and Khashe (2015), based on their extensive analysis
of two noteworthy cases: The 2009 astonishing emergency water ‘landing’
and safe evacuation of US Airways Flight 1549, as well as the restora-
tion of Fukushima Daini Station after the 2011 To−hoku earthquake and
tsunami, contended that front-line operators’ improvisation via dynamic pro-
blem solving and reconfiguration of available recourses provide the last resort
for preventing a total system failure. Despite advances in automation, opera-
tors should remain in charge of controlling and monitoring of safety-critical
systems. Furthermore, at the time of a major emergency, operators will alw-
ays constitute the society’s both the first and last layer of defense; and it is
eventually their improvisation and ingenuity that could save the day.

Safety Culture at HROs

Over time, organizations learn how to approach and eliminate visible and
routine problems, and the positive feedback that they receive creates a culture
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that directly influence organizational performance. The same concept does
not apply to high-risk operations, since in these organizations risks are not
clear. Studies show that the serious events are often the result of systemic
failures, human errors, or organizational weaknesses. Some of these factors
may seem inconsequential when evaluated in isolation. (IAEA, 2012)

According to an analysis of high-reliability systems such as flight ope-
rations on aircraft carriers by Weick and Roberts (1993), a culture that
encourages individualism, survival of the fittest, macho heroics, and can-
do reactions is often, counterproductive and accident-prone. Furthermore,
interpersonal skills are not a luxury, but a necessity in high-reliability orga-
nizations. The culture of a HRO is one that anticipates failures within its
organization and sub-systems and works diligently to avoid error and mini-
mize its impact. This preoccupation with the possibility of failure leads to
a continual state of ‘mindfulness’ combined with a strong desire to be a
‘learning organization’. (Weick, Sutcliffe, & Obstfeld, 2008) HROs Com-
munication, paying attention to systems interfaces, organizational culture,
and flexibility are major factors in risk mitigation of large-scale complex
organizations (Grabowski & Roberts, 1996).

However, to encourage a culture of high reliability and mindfulness, peo-
ple within an organization should believe that “their leaders are genuinely
committed to safe operations and have taken appropriate measures to com-
municate safety principles and ensure adherence to safety standards and
procedures” (Zohar, 1980). Studies show that employees individual perce-
ption of safety practice is related to the organizations safety performance.
(Desai, Roberts, & Ciavarelli, 2006)

Research on organizational culture and safety has outlined five organiza-
tional processes that are useful in developing HROs (Wong, Desai, Madsen,
Roberts, & Ciavarelli, 2005): 1) develop a system of process checks to spot
expected and unexpected safety problems, 2) develop a reward system to
incentivize proper individual and organizational behavior, 3) avoid degrada-
tion of current process or inferior process development, 4) develop a good
sense of risk perception, and 5) develop a good organizational command and
control structure.

On June 14, 2011, US Nuclear Regulatory committee (NRC) issued its
final Safety Culture Policy Statement. In this report, Safety Culture refers
to “an organization’s collective commitment, by leaders and individuals, to
emphasize safety as an overriding priority to competing goals and other
considerations to ensure protection of people and the environment.” (NRC,
2011) In this report NRC introduces nine traits for a positive safety culture:
1) Continuous learning, 2) Problem Identification and Resolution, 3) Work
Processes, 4) Environment for Raising Concerns, 5) Personal Accountability,
6) Effective Safety Communication, 7) Questioning Attitude, 8) Leadership
Safety Values and Actions, 9) Respectful Work Environment. On April 2013,
Institute of Nuclear Power Operations (INPO) published a report on Traits
of a Healthy Nuclear Safety Culture (INPO, 2013). This report was built on
NRC statement, and added “decision making” as the 10th trait of a safety
culture.
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Figure 1: HRO characteristics vs. INPO traits of a healthy safety culture.

We mapped HRO principles and safety culture traits side by side to better
illustrate their relationship. The comparative analysis conveys that, although
there is not an exact linier relationship between the two, there exists a strong
positive relationship. In other word, improving upon one set of features
would enhance and improve the other and vice versa. (Figure 1)

Organizational culture is the organizations common knowledge that has
been acquired through learning (Bierly & Spender, 1995). Most practical
approach towards learning is by trial and error; however, it is not feasible in
high-risk organizations due to their complexity, tight coupling, and the dan-
gerous outcome. Organizations often learn as much about themselves and
their internal relationships as they learn about the critical event itself.

CONCLUSION

High-risk organizations are organizations operating technologies sufficien-
tly complex to be subject to catastrophic accidents. HROs are a subset of
high-risk organizations designed and managed to avoid such accidents. These
organizations strive to avoid catastrophic events, while performing dynamic
tasks under strict time constraints, operating technology posing large-scale
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physical hazards. However, achieving such goal is not possible with solely
investing in improvement of the technical elements of the system.

Achieving High reliability is a journey. Merely implementing the HRO
characteristics does not guarantee High reliability. US Department of Energy
published a report on the Assessment of Safety Culture at the Pantex Plant on
November 2012. The stated that although the organization has been trying
to communicate and implement the HRO principles for years, they failed to
internalize those principles due to lack of effective communication, absence
of learning organization and long-term safety solutions. This report highligh-
ted the importance of a “healthy safety culture” in order to internalize HRO
principles and foster the culture of respect and trust within the organization.
(DOE, 2012).

It is a proven fact that the HRO characteristics constitute the “secret
of success” for a safe, sustainable, and result-oriented system, which must
operate in a high-risk, non-routine, and rapidly changing environment.
Implementing these principals from the design stage of the system, would
reinforce the pillars of the organization and enhance resiliency.
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