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ABSTRACT

Gesture interaction is a natural interaction method and it has been widely applied in
various smart contexts. Smart home system is a promising area to integrate gesture
interaction. Under this background, it is necessary to generate a set of gestures that
can support users’ intuitive interaction with smart home devices. Gesture elicitation
study (GES) is an effective method used for generating gestures. In this study, by
following GES, we develop a gesture set for controlling a smart TV via a smart spe-
aker, which was common in smart home contexts. Two studies were conducted. In
study 1, we conducted a diary study to generate target tasks, resulting in fifteen most
frequent tasks in domestic contexts. In study 2, GES was conducted to generate gestu-
res for each command by involving twelve participants. The generated gestures were
analyzed by combining frequency, match, ease of use, learnability, memorability and
preference, resulting in a set of gestures for smart home contexts.

Keywords: Gesture interaction, Smart home system, Gesture elicitation study

INTRODUCTION

Driven by advanced recognition techniques, gesture interaction becomes
increasingly popular in our daily lives. Gesture interaction refers to an
interaction method of using hand movements to control devices (Millan
and Calhoun, 2000). Compared to traditional graphic user interface (GUI),
gesture interaction is more natural and efficient. As people spontaneously use
gestures in daily communicative situations (Cassell et al., 1999), the learning
and cognitive efforts of using gestures are largely reduced.Mid-air interaction
is one of gesture interaction methods, which starts to gain popularity (Bhui-
yan and Picking, 2011). Mid-air interaction enables users to control devices
untouchably in a short distance.Without the support of any extra equipment,
this way is easier and more intuitive (Morris, 2012). An increasing number
of smart devices start to integrate mid-air interaction.

Smart home system is one of the potential areas for involving mid-air
gesture interaction. This system includes a multitude of distributed devices,
such as lights, air conditioners and TVs (Stojkoska and Trivodaliev, 2017).
To control multiple devices remotely and instantly, smart speakers often serve
as information hubs in smart home systems. For instance, users can turn on
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lights by talking to a smart speaker. With recent advances in recognition sen-
sors, using mid-air gesture interaction to control smart speakers becomes
possible. Thus, it is necessary to develop a gesture set used for interacting
with smart speakers in domestic contexts.

Currently, there are two main methods to develop gestures: developer-
defined and user-defined method. The developer-defined method refers to the
procedure of deriving gestures by designers or engineers based on their speci-
alized knowledge (Buisine and Martinbc, 2007). The user-defined approach
involves end-users in the initial stage of gesture design, and thus it refle-
cts users’ experience, preferences and expectations directly (Nielsen et al.,
2003). It has been demonstrated that users preferred user-defined gestures to
developer-defined ones(Morris et al., 2010).

Gesture elicitation study (GES) is a user-defined approach particularly used
for gesture elicitation. GES invites target users to generate gestures by them-
selves. As a result, the generated gestures are often compatible with target
users’ mental models, leading to a user-friendly gesture set (Wickens et al.,
2021). GES contains several steps: 1) gather a set of commands to target
tasks; 2) invite target users to perform at least one gesture for each command;
3) calculate the agreement of proposed gestures; 4) select gestures with the
highest scores for each command, which drive the final set (Wobbrock et al.,
2005). This method has been widely used to generate gestures for interactive
systems of robots (Obaid et al., 2012), vehicles (Fariman et al., 2016), and
smart TVs (Ali et al., 2018). This method has also been successfully practi-
ced with diverse user populations, such as children (Connell et al., 2013) and
individuals with disabilities (Kane et al., 2011). This study aims to generate
a user-friendly gesture set for smart speakers by following GES.

STUDY 1: SELECTING TARGET COMMANDS THROUGH A DIARY
STUDY

Six participants participated in the study (3 male). The mean age was 31.5
(SD = 14.00). As we focused on the most frequently tasks in domestic con-
texts in a typical day, a booklet was created to collect the 24-hour activities
of a participant and the devices used throughout the day.

Our study generated 211 tasks from 27 products, with an average of 35.2
tasks per person (SD = 4.0). To select target commands, we selected control-
ling of a TV through a smart speaker as the target scenario as TV is a common
device in daily lives. Next, we identified the most frequently used tasks rela-
ted to TV control, which further used as commands for gesture generation
(see Table 1).

STUDY 2: GENERATING A GESTURE SET THROUGH THE GES
METHOD

Method: Participants and Procedure

Twelve students were recruited from the university campus (8 male, mean
age= 22.83, all right-handed). The studywas constructed inside a fully functi-
onal sitting room where the participants could feel the usage scenario more
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Table 1. Fifteen typical commands used in the current study.

Order Command Order Command

1 Turn on the smart speaker. 9 Play the video.
2 Turn on the TV. 10 Play the next video.
3 Browse a program list. 11 Play the previous video.
4 Choose a video. 12 Give “likes” for the video.
5 Set the video to the full-screen view. 13 Back to Homepage.
6 Increase the volume of the TV. 14 Turn off the TV.
7 Decrease the volume of the TV. 15 Turn off the smart speaker.
8 Pause the video.

Figure 1: The setup used in gesture elicitation study.

truly. The participants were seated on a sofa in front of a smart speaker. Via
a 23.8-inch Dell screen, PowerPoint slides were displayed for demonstrating
15 commands. Commands were shown in the following fixed order as shown
in Table 1. The movements of hands were recorded with a video camera and
an IPad Pro 2021. The camera was located between the smart speaker and
the screen. The Apple tablet was located sideways of the participant at an
angle of 45° (see Fig. 1 for the layout of the room). The experimenter sat on
the left side of the participant in charge of running the experiment.

Prior to the experiment, the participants were asked to imagine that they
were in a smart home where products could be controlled by mid-air gestures
through a smart speaker. They were informed that the gestures they propo-
sed would be repeatedly used in the future gestural interaction with smart
TVs. Afterward, they carried out a trial to familiarize themselves with the
procedure. During the experiment, commands to be conducted were orderly
presented on the screen. Each demonstration was added with an extra voice
description to ensure that participants had fully understood the commands.
Participants were required to make at least two gestures for each command.
The repetition of the same gestures for different gestures was allowed. Each
gesture’s live photo was taken by the IPad Pro 2021. Once participants com-
pleted the gesture generation for all the given commands, they were required
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to fill in a questionnaire, which captured their subjective assessment for each
proposed gesture. The entire experiment was recorded by the camera. It lasted
approximately 45 minutes.

Subjective Ratings

While selecting the final set gestures, current studies often use the frequency as
the main index for the aimed gestures, without considering the participants’
subjective assessments. As a result, the obtained gesture sets may not be users’
favorite or the most suitable ones (Choi et al., 2012). To compensate for
such defects, users’ subject ratings have been considered in recent gesture
elicitation studies (Kühnel et al., 2011; Vatavu and Zaiti, 2014). Therefore,
we achieved the final gestures by combining gesture frequency and subjective
assessments in this study.

Based on previous research (Chen et al., 2017; Vogiatzidakis and Koutsa-
basis, 2018), we collected the subjective ratings of the proposed gestures from
five aspects: match, ease of use, learnability, memorability, and preference.
Following the generation elicitation study, participants were shown a 7-point
Likert scale (1 = completely disagree, 7 = completely agree) to evaluate the
five aspects for each gesture-command group: “The gesture I performed is a
good match for its purpose,” “The gesture I performed is easy to perform,”
“The gesture I performed is easy to learn,” “The gesture I performed is easy
to memorize,” and “I like the gesture I performed.”

Data Analysis

In the elicitation study, we collected 794 gesture proposals. Gestures were
considered to be the same ones if they contained the same or similar motions
or gesture shapes. Motion mainly comprised the direction. There were only
three moving directions: vertical, horizontal and diagonal. Gesture shape
referred to which fingers were used and how they were performed.

To evaluate the degree of gestural consensus among the participants, we
calculated the gesture agreement rate (AR) for a command by following the
formula of Varavu and Wobbrock (2015):

AR (r) =
|P|
|P| − 1

∑
Pi⊆P

(
Pi
P
)
2
−

1
|P| − 1

where P is the total number of proposed gestures for command r, and Pi is
the number of a subset i of identical gestures from P. The values of AR range
from zero to one.

Finally, an overall command-gesture score was calculated by summing
the values of the six variables (Pereira et al., 2015): frequency of a specific
gesture, match, ease of use, learnability, memorability and preference. Before
summation, each of these variables was normalized (with mean = 10.0 and
standard deviation = 1).
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Table 2. Agreement score and high-scoring gestures for each command.

Command
Order

AR Gesture
Order

Overall
Score

Command
Order

AR Gesture
Order

Overall
Score

1 0.020 1.1 7.35 8 0.025 8.1 8.47
2 0.014 2.1 6.88 9 0.018 9.1

9.2
9.3

6.88
6.88
6.88

3 0.021 3.1 5.86 10 0.009 10.1 6.29
4 0.020 4.1 6.10 11 0.012 11.1 6.25
5 0.043 5.1 7.94 12 0.032 12.1 7.87
6 0.007 6.1

6.2
6.3

6.88
6.88
6.88

13 0.008 13.1
13.2
13.3

6.88
6.88
6.88

7 0.022 7.1
7.2
7.3
7.4

6.88
6.88
6.88
6.88

14 0.018 14.1 6.88

15 0.018 15.1 7.48

Figure 2: Recommended command-gesture combinations.

Results

Table 2 shows the AR for each command and the proposed gestures with the
highest score for each command. For a few commands, the scores of the top
highest-score gestures were the same. Therefore, we used them in the final set
of gestures. A detailed demonstration of each command-gesture combination
is shown in Figure 2.
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General Discussion

This study developed a gesture set for interacting with smart speakers in
domestic contexts. Following the GES method, we firstly conducted a diary
study to identify the fifteen most frequent tasks. Next, we use these tasks
as commands and asked participants to generate gestures for them without
quantity restriction. After the gesture generation, we also invited users to sub-
jectively evaluate their generated gestures. Finally, we identified top gestures
for each command. To select the most appropriate gestures for final gesture
vocabulary, we combined gesture popularity and subjective assessments.

Although this study carefully followed the GES procedures and resulted
in a set of gestures successfully, the final gesture set might carry limitations.
We generated the final set of gestures by combining frequency and subjective
evaluation, but people often rated higher scores for gestures they performed
(Choi et al., 2012). This bias might neglect the meaningful gestures with a
high-frequency ratio. Therefore, it would be beneficial for future research to
check the quality of generated gestures (e.g., learnability, memorability, etc)
by inviting another group of users.
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