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ABSTRACT

Cybersecurity controls in the workplace are viewed by many people as a hindrance
that results in wasted time. End-users often bypass controls to get their work done
and because of this, even the technically most secure systems can become unsecured.
One crucial reason for this could be a lack of attention paid to usability factors by the
software development teams that design controls. In this paper I investigate how to
design cybersecurity controls in such a way that the user is more likely to behave in
a secure manner when confronted with these controls. I put forward three practices
that, when employed alongside each other, hold the promise to produce usable and
effective cybersecurity controls.
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INTRODUCTION

Security controls are important in keeping organisations safe from exter-
nal threats to their cybersecurity. These controls help to reduce or mitigate
the risk to the organisation’s assets, such as customer data and information
systems. Security controls can be classified according to their characteri-
stics in up to 18 different families (Bodeau & Graubart, 2013). Examples
include access control, awareness and training, incident response, and phy-
sical and environmental protection. Security controls in the workplace are
however only effective when used correctly (Whitten & Tygar, 1999), and
therefore do not automatically lead to improved security (Sasse & Flechais,
2005; Furnell, 2005) especially when they concern or involve the end-users
of the IT systems that should be kept safe. Controls that involve the end-user
focus on influencing behaviour among the workforce to help them become
more security-aware or more skilled in reducing the cybersecurity risk to
the organisation. An example is password management; employees are usu-
ally required to use strong passwords, not share passwords amongst each
other, use password managers to keep their passwords safe, and not reuse
passwords across applications and services.

From a technical security perspective, cybersecurity controls that focus on
the behaviour of the end user are sensible measures to improve the organi-
sation’s security maturity. Strong passwords, for instance, take longer time
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to crack than simple ones. However, when we look at these controls from
a human factors perspective, there are often some serious flaws (Furnell,
2005), and as a consequence people have problems using the security controls
correctly (Sasse & Flechais, 2005; Seiler-Hwang et al., 2019). For instance,
Whitten and Tygar (1999) demonstrated that people with a good level of
technical knowledge, even after receiving instructions and practice, failed to
use security controls correctly. Often the controls that cause these problems
do not acknowledge human characteristics, such as working memory limi-
tations (Farrington, 2011), or the fact that humans are not rational entities
(as computers) that act on knowledge alone (Sligo & Jameson, 2000). It is
even imaginable that end-users intentionally destruct or turn off the controls
that hinder them in doing their work. This phenomenon could be seen as an
example of warning fatigue that can result from being ‘overwarned’ (Bliss,
1993). The term is used to describe situations where end users who are expo-
sed to recurring warning messages about a security risk, which then does not
eventuate, become cynical, apathetic and ‘tired’ of hearing warnings. They
may become desensitized to the risk, thereby endangering themselves even
more or sabotaging the system responsible for the warning messages. In this
manner even the most secure systems can become unsecured (Feth & Polst,
2019).

The failure of cybersecurity controls could also be attributed to a conflict
between two incompatible goals, namely completing one’s work in time or
keeping it safe (Stroebe, 2013). The efficient execution of tasks that help
users attain their goals take priority. Security controls enable the execu-
tion of the tasks that help users attain their goals in the longer term but
are not essential in achieving these goals (Sasse & Flechais, 2005). There-
fore, people may view security controls as a hindrance. For instance, almost
half of the office workers surveyed by Weigand agreed that security controls
results in a lot of wasted time. More than half of the office workers were
more concerned about deadlines than exposing the business to a data bre-
ach. Nearly a third of them had even tried to circumvent security measures
(Weigand, 2021).

Stroebe and colleagues (2013) presented a model in order to understand
the difficulty that people have in attaining two incompatible objectives.
According to this model, explaining why even motivated dieters fail to
succeed in their weight loss goal, dieters fail in food-rich environments
because of surrounding food cues that strongly prime the aim of eating
enjoyment. This conflict is exacerbated by the fact that these goals are incom-
patible. When transposed to the cyber realm, it could well be that although
people are motivated to behave securely they fail to do so because they are
surrounded by work cues, such as deadlines, that prime the goal of comple-
ting the work in a most efficient manner. The fact that it takes extra time and
effort to comply with data security policies makes these two goals incom-
patible. Hence, if security is too cumbersome then an easier route could be
realised to achieve work related goals. For instance, when mandatory secure
applications hinder people in doing their work, applications not yet sanctio-
ned by the IT department and therefore potentially harmful to security could
be used.
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Yet another reason why users can fail to comply with cybersecurity con-
trols is that the required security behaviour is awkward or conflicts with
the image that users want to present to the outside world (Sasse & Flech-
ais, 2005). An example is locking the screen in the presence of colleagues
when leaving the workplace, even for brief periods. If controls require users
to behave in a manner that conflicts with their norms, values or self-image,
most users will not comply. In addition, the environment surrounding the
process of developing security and the culture in the workplace can influe-
nce the information security compliance levels of end users. For instance, the
enthusiasm of higher management towards security by setting examples or
modelling appropriate behaviour, or with their presence in the cybersecurity
control design process, can all impact security design and use of controls in
great ways (Sasse & Flechais, 2005).

An explanation for the abovementioned flaws in the design of security
controls could be a lack of attention to usability factors in the design process.
Although attention to security is an important issue in software development
teams, and developments such as ‘shift-left testing’ are becoming common
practice, human factors insight is often not part of the teammembers’ skillset.
Through human-centred approaches, applied early on in the security control
development process, it is perhaps possible to tackle this problem of unusable
security controls. This should enable the users confronted with these controls
to behave in a more secure manner, or even prevent unsafe behaviour. When
issues are addressed during the security control development process, rather
than later once the control is being used, problems that could potentially
cause damage through unsafe behaviour are avoided.

The design challenge to achieve satisfactory cybersecurity controls requires
an interaction where people, process and technology complement each other
rather than get in each other’s way. In the remainder of this paper I investigate
how to design security controls in such a way that the user, when confronted
with these controls, is more likely to behave in a secure manner. I discuss
human-centred design characteristics and techniques such as nudging and
opportunity regulation, and how these can be integrated in a user-centred
design approach for usable cybersecurity.

USER-CENTRED SECURITY DESIGN: THREE PRACTICES

User-centred security design is the application of social sciences knowledge
into the design of security measures. The aim of this design philosophy is to
create security systems in such a way that the users are more likely to behave
in a secure manner (Van Steen & De Busser, 2021). Besides the obvious, —to
include human factors specialists in software development teams who under-
stand the meaning of usability and engage users early in the design process
when designing security solutions, —I put forward three further practices in
this paper. When employed alongside one another, these practices hold the
promise to produce secure controls that are workable in practice and prevent
users from being the ‘weakest link’. The practices that increase the security
level of any system are the following: to reduce the knowledge level required
for using controls; to provide for better opportunity to behave more safely;
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and to influence the motivation to use the controls in the required manner.
These three practices will be examined in more detail but first I will briefly
discuss Michie’s et al. (2011) Capability Opportunity Motivation-Behaviour
model (COM-B) to provide a suitable background.

COM-B states that people’s behaviour can be explained by their capabi-
lities, opportunity, and motivation. Capabilities are defined as the psycho-
logical and physical capacity of the individual to exhibit specific behaviour,
including having the necessary knowledge and skills. Opportunity is defined
as being all factors that lie outside the individual that make or prevent beh-
aviour, such as the influence that our environment and the people around us
can have on our choices. Motivation is defined as all the brain processes that
activate and direct behaviour. The three user-centred security design practices
discussed in this paper are based on these three determinants of behaviour.

The first practice I want to put forward, related to Michie’s et al. (2011)
psychological capability construct, is to decrease the knowledge requirements
for using security controls. The efficiency of present-day security controls
relies heavily on the knowledge that is required to operate them (Besnard
& Arief, 2004). Practices aimed at increasing the efficiency are usually in
the form of training and educational tools for end-users. It is anticipated
that users’ knowledge on how to use the security control would mature to
satisfactory levels through security awareness campaigns, teachings, security
policies and other methods. It often has little effect however, especially in the
longer term (Bada et al., 2015), partly because of the loose coupling betw-
een the training and the actual use of the security control. Employees often
know that there are security policies and have undertaken basic awareness
training including good password practice; however when the time comes to
change their password, the practice is long forgotten. For this reason we need
to lower the knowledge requirements for using the control and to make this
knowledge available at the time it is needed to trigger a successful applica-
tion of the required security behaviour (Parkin et al., 2019; Fogg, 2009). For
instance, when users are prompted to change their password for an applica-
tion or service, this trigger is used to explain why this is necessary, how to
make a strong password and keep it safe, and why one should never reuse
passwords between applications (Habib et al., 2017; also figure 1).

The second practice, targeted at the factors that lie outside the individual, is
to provide a better opportunity to behave safely or discourage unsafe behavi-
our.We should try tomake it easier for people to behave in the desiredmanner
by better supporting people’s business goal-oriented behaviour in the design
of security controls. An example of this practice is the fingerprint authentica-
tion procedure to gain access to devices or services. Contrary to the use of a
password or passphrase as a control measure to gain access, the fingerprint is
unique, almost always available and impossible to forget, making it the better
authentication option by far. It should be noted, however, that a good, strong
password is more secure than fingerprint authentication. Fingerprints cannot
be altered if they are compromised, nor can they be altered between different
accounts or devices (Sellers, 2017). Furthermore, fingerprint scanners can
be easily hacked, even with everyday items such as wood glue (KrakenFX,
2021). Another example of how to provide a better opportunity to behave
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Figure 1: Example of how to decrease the memory burden to use security controls:
Bullet point feedback at the time it is needed (Habib et al., 2017).

safely is the integration of privacy screens in the design of laptops. To deter
so-called ‘visual hacking’, which consists of looking over someone’s shoulder
to gather information and credentials, people can place a privacy screen in
front of their laptop screen when working in public places. However, these
screens are often forgotten. By integrating them into the design of the laptop
with a touch of a button the user can instantly mask their display, making
it more easy to behave in a cyber-secure and compliant manner (Whittaker,
2018; see also figure 2).

The second practice is closely related to techno-regulation, a subfield of
law, which suggests that security can be forced by taking away the freedom
to act differently (Van Steen & De Busser, 2021; Leenes, 2011). This means
not merely making it easier for people to behave in the desired manner, but
preventing end-users from doing anything that is not the preferred option
from the security control developers’ point of view. Hence, techno-regulation
offers opportunities to have policy enforced in a strict sense. Themajor upside
is that behaviours that would lead to cyber insecurity are not possible to per-
form. This leads to an interesting issue. Should regulated users be able to
work around, neglect or ignore prescribed policies? Strict techno-regulation
may completely sidestep the moral dimension of cybersecurity, and although
not complying with regulations reduces monitoring possibilities and the ove-
rall security of the system, a security culture is more than orders backed by
threat.

The third practice, related to Michie’s et al. motivation construct, is
to influence by interface design people’s behaviour by restructuring their
presented choices. This refers to the concept of ‘nudging’. The goal of this
practice is to motivate end-users, from a security perspective, to make the
preferred choice via the design of the security control. While forcing people’s
decisions towards the desired outcome through technology regulation could
create reactance, nudging aims to be perceived as less paternalistic, while
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Figure 2: Example of how to design for better opportunity: Built-in privacy screen.

Figure 3: Example of nudging in the direction of good security practice: Password
strength meter (Sundar, 2020).

protecting freedom of choice (Hartwig, & Reuter, 2021). People are not obli-
gated to use security controls and unsafe alternatives are not removed, but
the options are presented in such a way that the preferred option is more
likely to be chosen (Van Steen & De Busser, 2021; see also figure 3).

Hartwig and Reuter (2021) found that nudging in cybersecurity is percei-
ved as being helpful as long as the nudges are transparent, sources are
trustworthy, and they appear only occasionally. Sharma and colleagues
(2021) found that digital nudging in the form of priming users to information
security risks is an effective way to reduce users’ exposure to cybersecurity
risks. They concluded that the use of instance-based information to prime
tech-savvy adult users on potential security risks can lead them into taking
safer security actions. Although these results seem promising, it is important
to keep in mind that nudging usually does not lead to a 100% compliance
rate. It does ensure, however, that the way in which choices are offered is
the optimal method from the choice architect’s point of view, leading to the
highest level of compliance without the need for punishment, or restriction
of freedom of choice (Van Steen & De Busser, 2021).
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CONCLUSION

I started this contribution with the observation that cybersecurity controls do
not often work as intended, especially when they concern or involve the end-
users of the IT-systems that need to be kept safe. These end-users have other
tasks to perform rather than spend their work time on securing the systems
they work with and the information they produce. If controls are not usa-
ble enough and weigh users down, and the task of protecting the IT systems
is considered to be in the way of the completion of other tasks, users will
probably find ways around them. Understanding the factors that hinder the
adoption of cybersecurity controls can allow for the redesign of practices that
help end-users become better equipped to reduce the cybersecurity risk to the
organisation. Making cybersecurity controls easier to use is a good starting
point to ensure that it is as easy to work securely as it is to work unsecured.
As a first step in this direction, I have adaptedMichie’s (2011) COM-Bmodel
to the design of controls. I derived three practices from this framework: (1)
to lower the knowledge requirements for using the control and to make this
knowledge available at the time it is needed to trigger a successful application
of the required security behaviour; (2) to provide for better opportunity to
behave safely or discourage unsafe behaviour; and (3) to influence the choice
architecture to lead end-users into taking safer security actions. In my opi-
nion the best practice to increase the usability of cybersecurity controls is an
integrated approach, using the three practices as discussed in this paper along-
side each other and complementary to other human-centred design principles.
Until this happens, the many cybersecurity incidents that organisations con-
tinuously experience and the reputational and financial damage caused by
them will be a reminder that effective cybersecurity control design needs to
find the balance between the needs of security and the needs of the end-user.
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