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ABSTRACT

The current state of automated digital information in aviation continues to expand
rapidly as NextGen ADS-B(In) systems become more common in the form of Ele-
ctronic Flight Bag (EFB) pad devices brought onto the flight deck. Integrated systems
including satellites, aircraft, and air traffic control (ATC) data currently are not effe-
ctively encrypted and invite exposure to cyber attacks targeting flight decks and ATC
facilities. The NextGen ATC system was not designed from the outset to identify and
nullify cyber threats or attempts at disruption, and the safety gap has enlarged. Per-
formance error at digital human-machine interfaces (HMI) has been well documented
in aviation and now presents a potentially significant threat where the HMI can be
more susceptible to human error from cyber attacks. Examples of HMI errors arising
from digital information produced by automated systems are evaluated by the auth-
ors using HMI flaws discovered in recent Boeing 737-Max accidents. SHELL computer
diagrams for both the digital flight deck and ATC facilities illustrate how the system
is now interconnected for potential cyber threats and identifies how human factors
consequences compromising HMI safety and operator performance present potential
dangers. Aviation Safety and Reporting System (ASRS) data are examined and con-
firm HMI threats. The authors contrast various HMI errors with cyber attack effects
on cognition, situational awareness, and decision making. A focused examination to
assess cyber attack effects on cognitive metrics suggests cognitive clarity of operators
is confounded when confronted with conflicting or confusing indications at the HMI.
Difficulty in successfully identifying a cyber attack and the actions taken as human
factors countermeasures are illustrated in the context of the HMI environment. The
Human Factors Analysis and Classification System (HFACS) is used to show how cyber
attacks could occur and be addressed along with a dual-path solution.
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THE DIGITAL AGE OF NEXTGEN FLIGHT AND ENABLING
TECHNOLOGIES

Computer information and automation in the United States National Air-
space System (NAS) is rapidly enhancing safe and efficient flight operations
through cockpit and ATC technologies. The digital age is solidly established
in the NAS through a network of technologies and satellites known as the
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NextGen Air Transportation System (NextGen). The ATC approach traffic
controller (TRACON) can manage more aircraft through Standard Terminal
Automation Replacement System (STARS) control displays by using enha-
nced communications augmented with multiple information links. Ground-
based ATC infrastructure is being replaced with digital satellite data. The
digital data connects a new era of pilots to the ATC system with ADS-B(Out)
devices that upgrade the transponders in aircraft. The enhanced digital system
brings to the flight deck updated flight safety information through ADS-B(In)
which is also integrated into the EFB for pilots. Pilots benefit when flying with
ADS-B(In) through added situational awareness of other aircraft, terrain, and
weather, all displayed live from the EFB which is uploaded prior to boarding
(Bertorelli, 2022).

THE NEED FOR ENHANCED CYBER AWARENESS
ALONG THE DIGITAL HMI

Proliferation of ADS-B(In) technologies in portable pilot EFBs along with
other NextGen technologies mark the age of digital flight in the NAS and
open a real threat of increasing cyber attacks against aircraft and ATC faci-
lities. The increased use of digital technologies and growing aircraft density
(including unmanned aerial systems) and interoperability with satellites invite
potential targets for cyber attacks. Few of these systems were developed with
embedded cyber security in their designs which reveals a potential increase in
exposure for cyber attacks. In terms of aviation safety and risk management,
the severity of the cyber threat also needs to be considered. Consequently,
the question arises as to whether a cyber attack in the NAS could cause a
catastrophic commercial aviation accident mediated through aircraft equi-
pment, ATC TRACON or the satellite system. The authors contend that at
this juncture a direct cyber attack causing a catastrophic accident would, by
itself, be highly unlikely in the NAS which maintains current cyber risks at
acceptable levels. Supporting an elevated safety severity assessment for cyber
attacks is that future attacks are more likely to occur along the digital HMI
and thus the human operator will be involved in the attack and challenged to
adopt and overcome the consequences. For a cyber attack to be catastrophic,
the human operator in the digital HMI would have to fail due to human error.
In modern aviation safety and human factors, 80% of commercial aviation
accidents in the U. S. are caused by human error (Rankin, 2007). A cyber
attack with planned intent to use aviation digital technology as the portal or
agent will engage a human operator. How the end user overcomes a cyber
attack along the digital HMI to maintain safe flight is where the element of
human error could manifest, hence the need for human factors solutions.

Cyber Attack and Human Error on the Digital HMI

To demonstrate how a cyber attack could trigger a chain of human error
events along the digital HMI to cause an accident, examples of the Boeing
737 Max 8 crashes of Indonesia and Ethiopia are applicable. In the cata-
strophic accidents of Lion Air Flight 610 in October 2018 and Ethiopian
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Airlines Flight 302 five months later, the central causal factor was the auto-
mated Maneuvering Characteristics Augmentation System (MCAS) (NTSB,
2019). In both cases a faulty angle of attack vane input sensor, one of two on
board, triggered the automated MCAS system to push the nose of the aircraft
down and in both cases the pilots were unable to correct MCAS. Modifying
an older 737 model and adding more powerful engines meant that the new
737 Max 8 aircraft would result in the nose of the aircraft moving upward
as power was applied potentially leading to a dangerous aerodynamic stall.
The MCAS system acquires signals from two angle of attack vanes (right and
left) and if one of the signals alerts the MCAS of an eminent stall, the MCAS
system automatically compensates and forces the nose of the aircraft down
to prevent the stall. In both cases the NTSB brought forth the fact that the
pilots became cognitively overwhelmed and confused by the wide array of
alarms and alerts in the cockpit. The NTSB also cited the failure of Boeing to
properly assess the potential MCAS sensor problem during the Max 8 certi-
fication process with the FAA. Not accounting for the reactions of the pilots
to the sensor failure in the certification process resulted in a flawed design of
the MCAS system. Weak training on the MCAS system for normal usage and
emergency scenarios also contributed a major role in both accidents. Human
error related to the digital HMI led to both accidents and invites the possi-
bility that a similar condition could be produced if a purposeful cyber attack
occurred with a system like MCAS.

Cyber Analysis of the NextGen System in Aircraft and ATC

The diagram (Figure 1) shows places that would invite cyber attacks in the
NextGen system via digital technologies in aircraft, ATC, ADS-B ground sta-
tions, and GPS and communications satellites. These threat areas should be
a priority for cyber security to prevent attacks. The diagram also presents
a clear portrayal of how digital flight is operating in the NAS and NextGen
system. Digital positional data is linked from GPS satellites to the aircraft and
ATC along with ADS-B ground stations. ADS-B(In) data are also being rela-
yed along the same digital links. Meanwhile digital communications from
ATC to the aircraft are linked via communications satellites. The unique
aspect of this diagram is that it illustrates how all the principal components
are now inter-connected digitally. A cyber breach could occur anywhere in
this system to influence aircraft and ATC.

Cyber Attack in Flight/ATC and Digital HMI SHELL Analysis

Cyber security is an effective prevention tool, but when cyber attacks do
occur they are likely to affect the digital HMI. Challenges to operators wor-
king along the digital HMI are represented in Figure 1 which illustrates the
potential for human error from a cyber attack in aircraft and ATC. For
aircraft, compromised GPS data could affect the navigation system or the
ADS-B(In) data presented on the pilots’ EFB. The digital texting used for
Datalink could also provide opportunity for a potential human error. The
updated SHELL model (Miller, 2017) shows the interaction of computer
informational and automation devices in the modern cockpit and how the
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Figure 1: The NextGen air transportation system with digital HMI.

once direct linkages in the HMI interfaces now have digital HMI overlap-
ping clouds to work through as interface linkages. The digital clouds in the
case of aircraft HMI highlight concern about a cyber attack in that the new
digital HMI is already cluttered with overlapping digital technologies that
can lead to excessive cognitive workload and exacerbate distractions that
degrade cognitive processing. Introducing a cyber attack, and the attendant
distraction or confusion affecting pilots already challenged by overlapping
digital HMI, could lead to human error. In the case of the ATC TRACON, a
potential cyber attack to the system could directly affect controllers through
the STARS display computer which has digital information and automation
tools to control aircraft accurately and efficiently. The SHELL Model (Miller
et al. 2019) for the TRACON controller in Figure 1 shows the operator in
relation to the digital HMI cloud interfaces. Distraction caused by a cyber
attack to the STARS computer display or to digital communications, either
recognized as a cyber attack or not, would challenge controllers cognitively
during control of aircraft and could result in human error.

HUMAN FACTORS FOR REDUCING CONSEQUENCES
ALONG THE HMI

Figure 1 pointedly shows that aviation in its rapidly expanding digital future
is no longer just a potential cyber security problem to be resolved by stalwart
preventative measures. Instead, the cyber threat to aviation will be a challenge
by managing human error along the digital HMI and reducing the consequ-
ences of attacks when they do occur. Juxtaposed to the preventative side of
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aviation safety is the fact that human error in relation to accident or incident
causal event chains (Hawkins, 1987) can still occur and reducing the conse-
quences of cyber attacks will call for human factors digital HMI strategies
to complement cyber prevention strategies. To that end, should cyber attacks
occur in flight or in ATC the question arises as to whether pilots and con-
trollers will be able to overcome the issues in the digital HMI or, conversely,
whether the attack will trigger a series of human errors. Reducing the conse-
quences of the cyber attack should be accomplished through human factors
counter measures. Adopting an approach used by U.S. Naval Aviation pro-
vides an effective example where pilots employ human factors to overcome
a cyber attack on the digital HMI in the cockpit by applying Crew Resource
Management (CRM) with Threat Error Management (TEM). Through CRM
training pilots can use the benefits of TEM incorporated with the CRM to
prepare and become more aware of how a cyber attack manifests, while also
using TEM to immediately recover from any undesirable state caused by a
cyber attack (U.S. Navy, 2004). When considering ATC TRACON and redu-
cing the consequences of cyber attack, a demonstrated solution could come
in the form of resiliency engineering as used by Euro Control applying a
form of scenario-based training that helps with degraded ATC sectors during
events such as a cyber attack (Jaksic & Janic, 2020). This would mean that
the ATC TRACON sector might be considered resilient if the systems could
be restored close to a nominal level by employing effective contingency mea-
sures. Contingency measures could include using “manual mode”, changing
control arrangements, or using backup equipment. The objective is to conti-
nually train to ‘what if’ scenarios to achieve an acceptable level of resiliency
engineering.

ASRS Data Supporting a Cyber Human Factors Model for Aviation

A cyber attack on the digital HMI calls for cyber human factors counter
measures substantially supported by data from recent NASA ASRS volun-
tary incident reports. The ASRS data selected by the authors were related to
the U.S. commercial aviation industry and the NextGen system and included
three separate data sets for different reporting categories: GPS reports, Pas-
senger Electronic Device reports and ATC reports. All three categories were
chosen for their direct relation to potential interference regarding the digital
HMI. The GPS reports represent the digital technology used in the Next-
Gen system for ATC to track aircraft through satellites while supported by
ADS-B. The GPS data set included the 50 most recent voluntary reports from
airline pilots during the periods from July-December 2018. Of the 50 reports,
nine (18%) indicated problems related to navigation, instrument approaches
and RNAV technology caused by GPS malfunctions, and all were related
to flight deck digital HMI. The Passenger Electronic Device reports show
how electronic devices can have a direct effect on the digital HMI in the
cockpit. Although the data of the 50 most recent reports spanned a leng-
thy period from November 2006-November 2018, there were eight (16%)
that were directly related to passenger devices electronically affecting the ele-
ctronic navigation and communications equipment of commercial airplane
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Figure 2: Effects on cognitive processing from cyber attack at HMI.

cockpits (ASRS, 2018). The ATC reports were reported during a time span of
two months from January-February 2019. Of the 50 voluntary reports over
the relatively short time span, three (6 %) were related to issues in the digital
HMI of the TRACON ATC (ASRS, 2019). All three data sets indicate notable
percentages of incidents reported by pilots and ATC along the digital HMI
that show potential vulnerability to cyber-attacks in the NextGen system and
the potential for human error. The authors conclude these reports represent
scenarios that potentially could be generated through cyber attacks and are
remiss of 5G issues. Consequently, the need for human factors awareness and
training becomes paramount due to the critical nature of cognitive flow, load,
and processing in relation to users of the digital HMI.

Cognitive Flow, Load, and Processing After a Cyber Attack

As exemplified in earlier sections, the consequences of a cyber attack and the
effects on cognitive load and processing can present heretofore unforeseen
complications. The relationship and interactions of cognitive flow (optimal
cognitive performance at near peak capacity), cognitive loading (allocation by
priority to available neural resources), and loss of cognitive resilience become
of paramount importance with the advent of cyber attack. Disruptions in
cognitive flow and processing brought on by alerts, indications of system fai-
lure, conflicting information, and similar confounding circumstances occur
with recognized threats. The addition of disruption caused by cyber attacks,
which may manifest in similar or unfamiliar aspects, expands the scope of
cognitive load and the attendant depletion of neural resources as shown in
Figure 2. Already approaching maximum processing capability and then tip-
ping into overload when presented with novel or unanticipated situations can
result in confusion, delay, and error (from action or inaction). The default
mode deficits described in the Triple Brain Model (Menon, 2010) would
be realized as well as a compromised parasympathetic nervous system (Por-
ges, 2011) that reduces present-mindedness. It is noteworthy that cognitive
metrics are less well understood in these instances. For example, when tasks
are performed sequentially or in stages, there typically are adequate resources
to accomplish relative successes. When fully enveloped or faced with decon-
fliction decisions or expanding task complexity the result is cognitive freezing
or substantial delay (Giesbrecht et al 2014).

Closer consideration of how events can present as cyber attacks offers enli-
ghtened insights into the threats to cognitive load and processing. For flight
deck operations, the Cockpit Display of Traffic Information (CDTI) provides
a pilot with increased situational awareness of surrounding air traffic when
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visual separation is not possible when conducting a CDTI-Assisted Visual
Approach that provides ATC and pilots enhanced operational flexibility. In
this procedure, separation responsibility shifts from ATC to the flight crew
(Bone & Mendolia, 2018). Visual scanning and effective interpretation of
symbols are perceptual functions to execute the procedure safely, although
these are performed in a dynamic environment that taxes cognitive bandw-
idth. Cognitive style is an issue that relates how a pilot recognizes, perceives,
and processes information and how that influences actions (Kirschner et al.
2018). Where such approaches do not include awareness and strategies for
cyber attack effects, the consequences reside in the cognitive cloud overla-
ying the elements that comprise cognitive loading and are not integrated
into the pilot’s constructive memory processes. Single pilot operations pre-
sent a particular issue that compounds the danger since only one operator is
available to process the information. Likewise, with distributed crewing (one
pilot airborne and another ground-based) (Stanton, 2014) the communica-
tion links and coordination required are expanded exponentially. In these
instances, the concept of cognitive coupling between humans and machines
(Hollan et al. 2000), especially sensitive at the human-machine interface, will
likely encounter the uncertainty, delay, and confusion that accompanies cyber
attacks.

Importance of Human Factors in a NextGen Cyber Attack

The sequence of a cyber attack along the HMI interface in a commercial
aircraft or ATC TRACON is illustrated in Figure 3 via the dotted line on
the left side. The human error will start through ineffective Organizatio-
nal Influences, especially a weak cyber security culture. From there, Unsafe
Supervision is affected adversely by the Organizational Influences which can
contribute to human error by allowing ineffective cyber security measures.
The next level, Preconditions for Unsafe Acts, eventually gives way to a cyber
attack in the technological environments of the cockpit or ATC TRACON.
Unfortunately, a cyber attack could quickly turn into many forms of poten-
tial Unsafe Acts (human errors) in both the cockpit or the ATC digital HMI.
These errors are manifested at the bottom of Figure 3 in the form of decision
errors, skill-based errors, and perceptual errors.

More troubling is that such attacks could cause significant confusion for
the pilot crew or controller where they could commit a routine or purposeful
unsafe act to resolve the problem in desperation. To counter a threat such
as a cyber attack in aviation, cyber human factors counter measures need to
be strategically implemented into the organization from the top as annotated
on the right side of the HFACS diagram. From this perspective the leader-
ship of the organization commits the resources to assure preventative cyber
security measures and the training resources to resolve effects from cyber
attacks if they occur. The leadership of the organization would be expected
to endorse an aviation cyber counter measures plan and integrate those mea-
sures into the organization flight or ATC strategies. Supervisory management
could then move forward with that plan and execute accordingly using cyber
security preventative measures while simultaneously preparing pilot and ATC
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Figure 3: HFACS with potential cyber-attack and HF counter measures. Adapted from
Weigmann et al. 2005.

personnel to recognize and respond effectively with a cyber attack should it
occur. That training and preparation is depicted in Figure 3 at the Precondi-
tions for Unsafe Acts level where, for example, effective responses could be
achieved from CRM training modified to include TEM for pilots or resilie-
ncy training for ATC. With appropriate training the cyber situationally aware
pilots and ATC can overcome the disruptive effects from cyber attack and be
less susceptible to human error.

The cyber attack threat within U.S. airspace is growing. The cyber threat
to flight cannot be mitigated with cyber security measures alone, but will
require different human factors cyber digital HMI strategies to correct for
an attack and reduce human error once it does occur on the flight deck
or in the ATC TRACON. Our analysis of air safety voluntary report data
from the ASRS system supports that the digital HMI on both the comme-
rcial flight deck and the ATC TRACON could be vulnerable to such cyber
attacks. Understanding that the nature of such attacks has a serious poten-
tial for human error due to the digital HMI and the disruptive interruption
of the operator’s cognitive flow, load and processing is paramount to desi-
gning and training operator human factors cyber mitigation strategies in the
future. Cyber attacks in NextGen flight may be thwarted from both preven-
tative cyber security measures and human factors counter measures strategies
that will need to be supported from the highest levels of the organization and
supervisory management to build a cyber situationally aware and proactive
flight or ATC organization.
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