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ABSTRACT

Machine learning operations (MLOps) is an emerging and complex subject area invo-
lving experts from several fields and backgrounds. Its main purpose is to enable a
more standardized and effective approach to building and maintaining machine lear-
ning systems. Machine learning projects have an extremely high failure rate. One of
the reasons behind this is the lack of teams designed for building these systems. At
the same time, machine learning projects can carry great business risks. This paper
takes a scoping review approach in assessing the state of the current literature about
multidisciplinary teamwork within the context of MLOps. Most of the literature revi-
ewed on collaboration and teamwork focuses on the intimately related field of data
science. These articles are analyzed, and a synthesis is presented of the gaps in the
current literature for collaboration within data science. Recommendations for further
research directions are given for MLOps.

Keywords: Machine learning operations, Multidisciplinary teamwork, Software engineering,
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INTRODUCTION

Development, deployment, and maintenance of different types of machine
learning (ML) systems is a challenging task that typically requires expertise
from several different fields. Gartner estimate (Van Der Meulen and McCall,
2018) that nearly 85% of artificial intelligence (AI) projects will fail due
to delivering erroneous outcomes as a result of bias in data, algorithms or
the teams responsible for the development work being done. More recently,
Gartner (Rimol, 2021) found that only half of AI related projects make it to
production. They also estimate that issues such as transparency, auditability
and building of trust will become increasingly important in the field.

Machine learning operations (MLOps) as a field has developed because
of the challenges in ML systems development and productionalization. One
could argue, that in essence, MLOps is about standardization and simplifica-
tion of the ML lifecycle in such a way that allows reproducibility between
the different development and deployment phases, reduction of business-
related risks, and an increase in the success rate of developing, deploying,
and monitoring production level ML systems. The field is complementary
to data science and aims to support the work of data scientists and other
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professionals working with these systems. Data science has been defined
as the study of data which combines several different fields such as stati-
stics, informatics, communication, and sociology which aims to produce data
products as it’s outputs (Cao, 2018).

Haakman et al. (2021) have recently proposed that typical ML life-
cycle models, such as the Cross-Industry Standard Process for Data Mining
(CRISP-DM) or the Team Data Science Process (TDSP), need to be revi-
sed with additional steps to further accommodate for feasibility assessment,
documentation, evaluation of models, and monitoring of live production
models. It is important to note that in many cases, most of these proposed
additional steps might require a multidisciplinary approach to be effective.
Studer et al. (2021) proposed CRISP-ML(Q) which extends the CRISP-DM
model to accommodate for the requirements of ML development, especially
in terms of quality assurance. The latter lifecycle model is also endorsed by
practitioners within the field of MLOps (Visengeriyeva et al., nd).

Giray (2021) reviewed the literature on the challenges of building ML
systems from the perspective of software engineering and suggested that it
would be beneficial to have more research on a set of harmonized practi-
ces to address both ML and software engineering perspectives, practices for
ML project management, and on how to form coherent teams. Motivated by
the need to advance current knowledge in the important and nascent field of
MLOps, the research questions (RQ) for the present study are:

RQ 1: What is the current state of the literature on multidisciplinary
teamwork in MLOps?

RQ 2: Could some of the current findings on collaboration and teamwork
in the field of data science teams be extended to MLOps?

DATA COLLECTION AND SELECTION CRITERIA

The search for articles from databases was carried out during the November
and December of 2021. Searched databases include Goodle Scholar, Arxiv,
Elsevier, IEEE Xplore, SpingerLink, and PapersWithCode. For IEEE Xplore,
only free articles were collected. Articles released before 2016 were exclu-
ded from this review. Searches were carried out using combinations of the
following terms: multidisciplinary, collaboration, team, machine learning,
data science, machine learning operations, machine learning systems and
mlops. A total of 92 articles were downloaded based on the article title and
abstract. After this, articles were excluded in two stages from the collected
set of articles. First, article contents were surveyed on a general level, and if
article contents did not appear to relate to a research question, the article was
excluded from the study. After this, the contents of the included articles were
analyzed and, in some cases, exclusion was still done at this point. From all
the collected 92 articles, only 23 met inclusion criteria for the present study.
The main contents in terms of results of the included articles were summari-
zed into an Excel file for further analysis. These scoping review stages were
performed by the primary author of this article.

Early in the data collection process it was observed that the literature
on collaboration and multidisciplinary teamwork is mostly related to data
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science, and not MLOps. This points to several open future research directi-
ons. It is also a limitation for this study and its results. Generalizations can
be made based on the results of these articles, but it should not be concluded
that all the results can be applied to MLOps directly.

RESULTS

There were no articles found that specifically addressed the topic of multi-
disciplinary teamwork in the field of MLOps. Many of the collected articles
approached the subject of collaboration and teamwork from the perspective
of data science.

As shown in Table 1, a categorization of the articles that met the inclusion
criteria was performed based on the different elements of multidisciplinary
teamwork. These elements were synthesized based on the contents of the
collected articles, using the following typical article sections: results (or fin-
dings), discussion and conclusions. For those articles, where these sections
were not present, the categorization was done based on the primary author’s
assessment of the contents. For an article to be counted in an element, there
had to be a contribution that could benefit other researchers or practitioners.
In some cases, categorization was done based on the overall contents of the
article that contribute to an element. A single article could be included in
several different categories based on its contributions.

As stated above, most of the included articles approached the subject of
collaboration and multidisciplinary teamwork through the lens of data sci-
ence. The above results should be viewed as mostly describing gaps in the
literature in this context. In general, it is clearly obvious that less attention
has been paid to communication, participant skills, and resourcing, as well
as leadership and culture. As there is indication that even today, the role of
a data scientist is not always clear (Hukkelberg and Berntzen, 2019), it is
probable that even the more often studied aspect of team structures and par-
ticipant roles will see developments as the field matures. The authors suspect
that these roles might still change in the future as a result of other factors,
such as tooling which might simplify development efforts in the coming
years.

The requirement for building multidisciplinary teams is not new in the
field, this was already concluded by Baškarada and Koronios (2017).What is
surprising, is the fact that although we have standardized methods and tools,
there is some evidence that these are not being used by data science teams
(Martinez et al., 2021; Khalajzadeh et al., 2020). Also, it has been concluded
that current lifecycle models for data science teams should include project-,
team- and also data- and information management elements that should be
applied alongwith data sciencemethodologies (Martinez et al., 2021). As was
mentioned earlier, others have proposed additions to these lifecycle metho-
dologies as well (Haakman et al., 2021; Visengeriyeva et al., nd). This would
expand the scope of the methodologies to cover the entire ML lifecycle,
including MLOps oriented concerns such as memory and compute resou-
rce management and optimization, quality assurance, model governance and
-retraining, and monitoring of live models.
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Table 1. Categorization of the articles which met the inclusion criteria based on ele-
ments of multidisciplinary teamwork. The elements were synthesized from
the collected articles.

Element of
Collaboration

Count Related Articles

Team structures and
roles

13 (Baškarada and Koronios, 2017; Ferrero et al.,
2020; Verma et al., 2021; Zhang et al., 2020;
Mao et al., 2019; Piorkowski et al., 2021;
Hukkelberg and Berntzen, 2019; Hind et al.,
2019; Antoniou and Mamdani, 2021; McDavid
et al., 2021; Martinez et al., 2021;
Martín-Noguerol et al., 2021; Maier et al.,
2019)

Collaborative tools
and technologies

13 (Ferrero et al., 2020; Verma et al., 2021, Zhang
et al., 2020; Mao et al., 2019; Piorkowski et al.,
2021; van Stijn, nd., Staron et al., 2021; Park et
al., 2021; Hukkelberg and Berntzen, 2019; Hind
et al., 2019; McDavid et al., 2021; Khalajzadeh
et al., 2020; Wang et al., 2019)

Collaborative
practices

12 (Ferrero et al., 2020; Staron et al., 2021; Verma
et al., 2021; Zhang et al., 2020; Mao et al.,
2019; Piorkowski et al., 2021; Park et al., 2021;
Hukkelberg and Berntzen, 2019; McDavid et al.,
2021; Martinez et al., 2021; Martín-Noguerol et
al., 2021; Wang et al., 2019)

Hindrances to
teamwork

10 (Arpteg et al., 2018; Zhang et al., 2020; Mao et
al., 2019; Piorkowski et al., 2021; Park et al.,
2021; Hukkelberg and Berntzen, 2019; Hind et
al., 2019; Martinez et al., 2021; Amershi et al.,
2019; Passi and Jackson, 2018)

Workflow 8 (Verma et al., 2021; Zhang et al., 2020; Mao et
al., 2019; Piorkowski et al., 2021; Antoniou and
Mamdani, 2021; McDavid et al., 2021;
Martinez et al., 2021; Khalajzadeh et al., 2020)

Effectiveness of
communication

5 (van Stijn, nd.; Staron et al., 2021; Piorkowski
et al., 2021; Martín-Noguerol, 2021;
Khalajzadeh, 2020)

Participant skills 4 (Baškarada and Koronios, 2017; Ferrero et al.,
2020; Amershi et al., 2019; Wang et al., 2019)

Resourcing 2 (Ferrero et al., 2020; McDavid et al., 2021)
Leadership and
culture

2 (Baškarada and Koronios, 2017; Ferrero et al.,
2020)

Although the collected literature mostly deals with the work of data sci-
entists, this does not mean that none of it is relevant to MLOps. The above
lifecycle models (Martinez et al., 2021), or common workflows, can be con-
sidered as critical tools for a discipline that aims to standardize the entire ML
lifecycle. These also form a backbone for collaboration. Verma et al. (2021)
considered the whole end-to-end ML development process in healthcare and
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defined how multidisciplinary teams should be organized for the duration of
the whole project lifecycle. They elaborated on how ML systems can be inte-
grated into existing clinical workflows to minimize friction, and how trust
can be built in the process. Silent testing is mentioned as a form of deploying
the model into production iteratively, which refers to shadow deployments in
MLOps terminology. In practice, this means that model testing was done in
a live production environment with real data but returned prediction results
from the model were not communicated to the clinicians. These were used
for making comparisons between clinician made predictions and ML model
predictions. Antoniou and Mamdani (2021) continued this research stream
by studying the validation of ML systems in healthcare. They presented an
end-to-end workflow for system validation and explain why this requires
a multidisciplinary approach. Their article highlights that system validation
should continue even after deployment to make sure that the ML solution
remains in working order. In healthcare data, data drift, where system input
data distributions change over time, can occur due to alterations in clini-
cal practice or distributions of patient characteristics. Both issues could be
argued to be challenges requiring a multidisciplinary approach.

Zhang et al. (2020) mention that it seems that fairness and bias in data sci-
ence teams is treated mostly as a technical matter. The authors also state that
documentation in relation to feature selection and engineering, bias mitiga-
tion, and data, are problematic areas in a data science project. During feature
selection and engineering, a lot of hidden decisions can be made that affect
the later stages of the ML project. In the same manner, improper or lacking
methods for documenting and versioning data can cause significant problems,
leading to undesired behavior of the model. Documentation and versioning
can be seen as collaborative practices (Piorkowski et al., 2021) that help to
create and maintain shared mental models between participants in a highly
disjointed process, such as is the end-to-end ML lifecycle. In the view of the
authors of the current article, these practices also allow for less error prone
development processes, and hence reduced business risk.MLOps can support
multidisciplinary teams in this respect by providing both tooling and practices
to improve the effectiveness of communication and providing consideration
for the end-to-end ML lifecycle throughout all project phases.

CONCLUSION

MLOps is a rapidly developing field which aims to improve the success rate
of ML projects through standardization and simplification of the end-to-end
ML lifecycle. As withML in general, this field is highly multidisciplinary. One
of the main findings of this research is that collaborative aspects of develo-
ping andmaintainingML systems has received little attention in the literature.
Much of the reviewed work focuses on the collaborative work between data
scientists and domain experts. As practitioners are facing challenges in buil-
ding and maintaining complex systems requiring multidisciplinary expertise,
as indicated by Arpteg et al., (2018) and Dey and Lee (2021), the authors
would see it beneficial for researchers to generalize based on current best pra-
ctices within the industry. It is also important to expand the research focus to
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cover the whole end-to-endML lifecycle along the development and adoption
of newer lifecycle models, such as CRISP-ML(Q) (Visengeriyeva et al., nd).
Another possible aspect for further research is to investigate why current
methodologies and tools are not being applied by practitioners, as suggested
by Martinez et al. (2021) and Khalajzadeh et al. (2020), and how this could
be improved. If it holds true, this alone will potentially bring improvements
in the success rate of ML projects.
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