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ABSTRACT

Advances in operator state monitoring and enhanced capabilities of automated vehicle
systems will enable conditionally and highly automated vehicle systems (SAE level 3
and 4) in the near future. Possible transitions of control between driver and automa-
tion including handovers of the dynamic driving task to the driver will pose particular
challenges. Several recent accidents show that understanding, exploring, designing,
and testing these complex socio-technical systems not only in normal conditions, but
especially at system limits and system failures is not only of scientific interest, but
a matter of life and death. In the Confidence Horizon concept, the capabilities of the
driver are continuously compared with those of the automated subsystem, resulting
in two horizons: First, the technical subsystem’s confidence in its own ability to safely
control the vehicle, and second, the technical subsystem’s confidence in the driver’s
ability to take over control. This allows to quickly identify whether transitions betw-
een different levels of automation are safe, whether a balanced control distribution is
given, or whether, when and how a minimum risk maneuver may be necessary. The
concept can thus serve as a first approach to describe, visualize and implement pos-
sible cooperation between users and automated vehicles. In this way, future highly
and cooperatively automated vehicles could be improved by revealing safety-critical
transitions between driver and vehicle at an early stage. This paper first describes the
confidence horizon concept and then presents a first implementation.
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INTRODUCTION

“May you live in interesting times”: This Chinese wish, sometimes interpre-
ted as curse, also applies to today’s times of the early 20s of the 215 century:
Not only are a Covid-19 pandemic, global warming and military threats over-
shadowing our lives, but long term scientific and technical revolutions are
once again coming to a point where they could fundamentally change the
way we work and live. One example is virtualization as a more detached
way of interacting with others and the world, e.g. in developments such as
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AR, VR, XR and the Metaverse. Another interesting development is that of
the increasing cognitive abilities of machines, often referred to as automation
and artificial intelligence (AI). While some engineers and scientists dream of
autonomous machines, e.g., autonomous driving, autonomous factories, or
autonomous weapon systems, others call this a hype that might collapse soon
(e.g., as described in the Gartner hype cycle) or a threat to society and humans
(e.g., as described in Nick Bostrom’s ‘Superintelligence’, 2017).

In this long term tension field between human and automation/Al, betw-
een fully manual or fully autonomous, an increasing part of the scientific
and technical community is exploring a middle ground, integrating humans,
machines, organizations and the environment in a way that they form well
balanced systems. For an overview of this art, craft and science of bala-
nced Human Systems Integration see e.g. Flemisch et al. (2021). Concepts
such as human machine symbiosis (e.g. Licklider 1960ff), human machine
cooperation, cooperative automation (Flemisch et al. 2016a), or shared and
cooperative control (e.g. Abbink et al., 2012) describe that this combination
of humans and machines is more than just a sum, that they form joint cogni-
tive and cooperative systems that are more capable than any of the subsystems
alone. An essential part of this cooperation is that conflicts, e.g. when resou-
rces are limited or within transitions of control, are detected, arbitrated and
mediated in a sufficient way (e.g. Baltzer et al. 2018; Flemisch et al. 2020).

COOPERATIVE DRIVING

Applied to intelligent transportation systems, the system design described
in this paper follows a general approach of human-machine cooperation as
described in Flemisch et al. 2016b and modified by Flemisch et al. 2019 and
Usai et al 2020: For a given cooperative task, the cooperation is divided
into four main layers of cooperation: A strategic (e.g. navigational), tactical
(e.g. maneuver and trajectory planning) and an operational (e.g. stabiliza-
tion of vehicle on planned trajectory, lane keeping etc.) layer, as well as a
cooperational layer, on which human and machine communicate about the
topic of cooperation itself and how their cooperation is designed. On each
layer, human and machine work on a joint action. This general framework
is depicted in Figure 1. With the help of a mediator, human and machine can
share and transfer control on each layer to match the driver’s abilities and
intentions. To provide more transparency and an easier understanding, the
automation’s behavior follows a model used to describe human information
processing by Parasuraman et al. 2000. In addition, the mediator observes
the human to predict its intention and involvement in a given task to assess
whether a control transfer from the machine to the human would be possible
in a given situation.

CONFIDENCE HORIZON CONCEPT

Even in the context of cooperative driving, the driver will still have to act as
a fallback option in level 3 or take over the driving task again after leaving
the ODD in level 4 (SAE international, 2021). To ensure the safety of the
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Figure 1: Framework for a mediated human-machine cooperation, in which the medi-
ator distributes authority to control based on the confidence in the measured abilities
of human and automation to be able to execute control of the motion control task, or,
as displayed, a cooperative task in general. (Framework based on Flemisch et al. 2019;
Usai et al. 2020.)

system in these cases, it is crucial to identify potential safety-critical transiti-
ons (Flemisch et al. 2019). However, to identify these, the transition process
first needs to be understood. When the driving task is handed over to the
driver, the control deficit due to the lack of driver involvement is the cen-
tral criterion for identifying potential risks (Herzberger et al. 2020). Figure 2
shows a model which can be used to identify these potential safety critical
transitions. Depicted are two possible transitions from highly automated to
lower levels of automation: On the one hand, the green arrow and ovals
represent a safe transition from highly automated to partially automated dri-
ving. Here, the blue (system-side task completion) and orange areas (driver
takeover capability) overlap, so that no control deficit is to be expected. On
the other hand, a safety-critical transition from highly to manual driving is
shown (red arrow and oval). Here, the blue and orange areas do not over-
lap, indicating that the added capabilities of the driver and the automated
driving system together are not sufficient to execute the driving task safely.
This critical deficit of control is also apparent by the white triangle between
the respective capabilities.

However, the control distribution model is only a first step on the way
to implementing cooperative automated driving systems. In the future, the
assessment of human capabilities as well as an evaluation of the capacities of
the technical system could enable confidence horizons for ensuring safe tran-
sitions. This confidence horizon concept will be explained in the following
using an example use-case from the priority program Cooperatively Intera-
cting Automobiles of the German Research Foundation (SPP 1835). Here,
the transition of the driving task from automated system to human driver is
examined in the context of a critical situation on the highway (see Figure 3,
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Figure 2: Potential deficit of control (Adapted from Flemisch et al. 2019), theoretical
(left) and first applied (right) model.
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Figure 3: Confidence horizon concept with an example of a potential safety buffer.

right). In this situation, the confidence horizon concept estimates the dista-
nce from or up to which the human is able to perform the driving task safely.
These points are compared with those from or up to which the automated dri-
ving function is capable of safely performing the driving task, with the aim of
identifying and counteracting possible risks during takeovers or handovers.

Figure 3 (left) illustrates in orange the capabilities of the human and in
blue those of the automated driving system. The overlap of these areas repre-
sents a safety margin. In this exemplary use-case (right), a transition from
highly to partially automated driving is possible because there is an overlap
of capabilities (safety buffer), visualized by the bars in front of the ego vehicle
“Human can take over from here” and “Up to here can the automation”. A
transition to manual driving, however, would not be possible in this exam-
ple, since there is no overlap of the capabilities in this area, e.g., due to a lack
of human involvement, which is why a transition could lead to a potentially
critical control deficit.
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Figure 4: Flow chart diagram explaining the interaction between human and automa-
tion in the use-case described above.

In order to transfer this theoretical model to real-world applications, a first
application of the confidence horizon concept is presented in the following.

FIRST APPLICATION

For the above described use-case, Figure 4 shows a flow chart of the designed
human-machine interaction in that case. The design combines an inform-
warn-intervene with collision avoidance pattern. At time tg, the driver has
activated the automation system and might have focused on another task.
Neither following nor executing the driving task, it has to be assumed, that
no situation awareness is present. The potential system failure begins at time
t1.1, when the automation system detects a breakdown vehicle or another
obstacle ahead while driving in the center lane. Before triggering a take-over
request (TOR), it evaluates, whether there is enough time remaining to have
a control transfer (calculating the orange bar in Figure 3) and if yes, triggers
a two-stage multimodal warning (see Zhang et al. 2021 or Guo et al. 2021,
i.e. escalation steps) to get the driver involved.

To help building situation awareness of the driver as quick as possible,
information on the environment and the human and automation confidence
horizon bars are displayed in the contact analogue Head Up Display (HUD).
In this scenario, this translates into two possibilities: either the human takes
over early enough to solve the situation, or the automation has to use up its
time reserve to perform a, possibly still risky or non-optimal, minimum risk
maneuver (MRM) (Hoeger et al., 2011). This happens, in case there is not
enough time for a hand over from the beginning, or the human does not want
to take over or the automation calculates, that there is a high chance, that
the human will not be able to build enough situation awareness to take over
in time (Herzberger et al. 2018). In that case, the human is notified that the
automation prohibits a take-over due to a MRM.
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OUTLOOK

This paper can only give a small insight in the design of intuitive human-
machine cooperation in the domain of automated driving. However, it
already provides fundamental concepts aimed at improving the efficiency of
human-machine cooperation, especially in dangerous and time-critical situ-
ations, without losing intuitiveness or requiring comprehensive training. Its
target use-cases might seem rare, but due to the criticality are even more
important ones.

In a next step, the authors evaluate the implementation of the confidence
horizon design in a driving simulator study against a conventional setup in
system boundary and failure use-cases.
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