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ABSTRACT

Aiming at the difficulty of searching standards and specifications due to the huge and
fragmented data in the field of fire safety in China, an intelligent retrieval method of
building fire safety knowledge based on knowledge graph is proposed. First, ontology
is used to construct conceptual schemas from top down, and knowledge is extra-
cted using rule templates and stored in the Neodj graph database to complete the
construction of knowledge graph. Then, on the basis of the knowledge graph, BERT-
BiLSTM-CRF model and BERT classifier are used to process complex questions with
multiple constraints, so as to extract key entities in the question and identify query
intention. Finally, according to the key entities and query intention, an algorithm is
used to generate a Cypher query statement, which is used to obtain the answer in
Neodj. The intelligent retrieval method based on knowledge graph standardizes the
building fire safety knowledge, solves the problem of scattered distribution and greatly
improve the efficiency of knowledge retrieval.
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INTRODUCTION

Fire is one of the most frequent and common disasters that threaten public
safety and social development. Faced with the challenges and threats brou-
ght by fire, comprehensive prevention of fire risks has become an important
safety requirement of the society, and it is also a manifestation of the civili-
zation level of modern society and the ability of social public management.
However, there are many irregularities in the national standards on which
fire risk assessment relies, mainly manifested as scattered documents and
irregular names, which are difficult to meet the requirements of modern fire
safety. Based on knowledge graph and deep learning, this paper studies the
intelligent retrieval of knowledge in the field of building fire safety, which
can provide theoretical support for fire risk assessment and promote the
construction of intelligent fire protection.

As an emerging technology, knowledge graph has been widely researched
and developed since it was formally proposed by Google in 2012. Kno-
wledge graph based on the thought of semantic network, essentially is a
semantic knowledge base with a directed graph structure, which is used to
describe concepts and their relationships in the physical world in a symbolic
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form (Liu et al. 2016). It expresses the information of the Internet into a
form more consistent with human cognition, and provides a better ability to
organize, manage and understand the massive information on the Internet.
Knowledge graph plays an important role in information retrieval, recom-
mendation system, decision analysis and other aspects, and is widely used
in medical treatment (Li et al. 2020), finance (Cheng et al. 2020) and other
fields. In the field of fire safety, Mu et al. (2019) designed and developed an
intelligent drawing review system based on BIM, the system introduced the
knowledge graph to automatically review building models for fire protection.
To a certain extent, the research provides data and framework basis for the
construction of knowledge graphs in the field of building fire protection, but
the research in this field is still in its infancy, there is a lack of mature results
in both data extraction and knowledge ontology construction. Moreover, the
data used for knowledge graph construction is mainly structured data such
as BIM, ignoring the widely used unstructured data such as national and
industry standards.

As the core application direction of knowledge graph, intelligent retrieval
uses natural language processing (NLP) technology to analyse the semantic
meaning of questions, identify the user’s intention, and feedback the answer
after reasoning calculation. Wang et al. (2021) proposed a BIM data-oriented
multi-scale building fire information retrieval method, which combined BIM
and knowledge graph to realize multi-scale information retrieval in the field
of building fire protection. Zhang et al. (2021) realized intelligent retrieval
of agricultural knowledge by constructing a knowledge graph in the field
of agriculture. At present, most of the information retrievals in the vertical
domain are based on rule templates, which are difficult to effectively use
the information in the knowledge graph and cannot deal with the complex
problems with multiple constraints.

In this paper, the national standards in the field of building fire safety
are used as the data source to construct the knowledge graph. Through the
knowledge representation of the graph, the huge standards and norms are
effectively organized and managed to solve the problems of scattered distribu-
tion and non-standard representation. With the support of knowledge graph,
deep learning methods are used to extract key entities and identify intenti-
ons for complex multi-constraint questions. Finally, answers are obtained by
using dynamically generated query statements.

CONSTRUCTION OF KNOWLEDGE GRAPH

The construction of knowledge graph is the premise of intelligent retrieval
and other upper-level applications. It fundamentally determines the quality of
upper-level applications and is the most basic and important part of the whole
system construction. Knowledge graph can be constructed in two ways: top-
down and bottom-up (Xu et al. 2016). Since the knowledge structure in the
field of building fire safety is hierarchical and mostly comes from structured
data, this paper adopts the top-down approach to complete the construction
of knowledge graph, that is, the pattern layer is constructed first, and then the
knowledge is extracted. The construction process mainly includes three steps:
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Figure 1: Construction process of knowledge graph.

concept modeling, knowledge extraction and knowledge storage, which is
shown in Figure 1.

In the first step, ontology is used to construct the schema layer of kno-
wledge graph, and conceptualized information is extracted. In the second
step, according to the conceptualized information extracted, NLP methods
are used to extract knowledge, including the extraction of entities, attributes
and relations. In the third step, the knowledge is stored in a graph database
and the construction is finished.

This paper takes Fire Safety Assessment (2021) and Code for Fire Pro-
tection (2018) as data sources to construct knowledge graphs. Firstly, the
conceptual information of check items, check contents, check objects and
corresponding standards in Fire Safety Assessment is summarized, and the
schema layer is established by using ontology, as shown in Figure 2. Secondly,
because the contents of Fire Safety Assessment and Code for Fire Protection
are mainly organized in the form of numbered paragraphs and tables, the
DOCX package and RE package in Python are imported to process the docu-
ments according to the specified rules to extract knowledge. At the same
time, the extracted knowledge is saved into a CSV file by using the PAN-
DAS package. Finally, the query language Cypher is used to import the
knowledge from CSV files into a Neo4j database. Figure 3 shows a part
of the constructed knowledge graph, which contains relationships between
check contents and standards, and constraint relationships in Code for Fire
Protection.

REALIZATION OF INTELLIGENT RETRIEVAL

For complex questions in which there are multiple conditional entities to
constrain the target entity, a classification model based on Bert (Bidirectional
Encoder Representation from Transformers) is used to classify questions to
identify query intentions and a deep learning model Bert-BilSTM-CRF (Bert
- Bidirectional Long Short-Term Memory - Conditional Random Field) is
used to recognize the named entity in the question to extract the constraints.
Finally, the Cypher query statement is constructed dynamically by combi-
ning the query intention and all constraints, so as to query the answer in the
graph database.
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Figure 3: A part of the knowledge graph.

Question Classification Based on Bert

BERT is a language model pretrained with large-scale corpus (Devlin et al.
2019), which is based on two-way Transformer encoder (Vaswani et al.
2017). It can greatly reduce the training time, and has a strong semantic repre-
sentation ability and a feature extraction ability, which can better identify
the intention of a complex question. Therefore, this paper selects Bert-Base-
Chinese model, which is pretrained with Chinese corpus, combined with a full
connection layer to complete the classification task of multi-constraint com-
plex questions and its training parameters are shown in Table 1. In this paper,
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Table 1. Training parameters of classification model based on Bert.

Batch size Padding size Hidden size Output size Learning rate

16 50 768 12 1.5e-5

Table 2. Labels for named entity recognition.

Label  Meaning

(@) Other

B-BU The beginning of a building/location entity
I-BU The inner of a building/location entity
E-BU  The end of a building/location entity

S-BU A single building/location entity

the multi-constraint questions are divided into 12 classes, corresponding to
fire separation, combustibility, fire resistance and so on.

Named Entity Recognition Based on Bert-Bilstm-CRF

Named entity recognition is the basis of many natural language proces-
sing applications, such as entity extraction, intelligent question answering,
etc. It aims to automatically identify the required entities from unstructu-
red textual data and label them, such as people’s names and place names
(Deng et al. 2021). Main NER methods can be divided into three catego-
ries: rule and dictionary based methods, statistical machine learning based
methods and deep learning based methods (Li et al. 2022). Rule and dicti-
onary based methods require manual construction of rule templates and
recognize entities through matching (Shaalan & Raza, 2009). Methods based
on traditional machine learning use feature templates and machine learning
models for entity recognition. The commonly used models include Hidden
Markov Model (HMM) (Zhang et al. 2004), Maximum Entropy Model
(MEM) (Zhang et al. 2008) and Conditional Random Field (CRF) (Yan et al.
2014). Deep learning based methods use deep neural networks to automati-
cally extract features and complete entity recognition by sequence labeling.
Commonly used neural networks include ID-CNNS (Strubell et al. 2017),
BilSTM-CRF (Huang et al. 2015) and Bert-BilSTM-CRF (Yin et al. 2020),
etc. Deep learning based methods can achieve high accuracy without com-
plex feature engineering, so the Bert-BilSTM-CRF model, which is widely
used, has high accuracy and short training time, is selected in this paper to
complete the named entity recognition task.

BIOES annotation system is used to label the questions. B denotes the
beginning of an entity, I denotes the inner of an entity, E denotes the end
of an entity, O denotes “other”, and S denotes a single entity. In this paper,
there are 69 kinds of labels in the named entity recognition task. Table 2
shows some labels and their meanings, and Figure 4 shows some examples
of sequence labeling.
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sentence | What is the  combustion performance of the load bearing wall
labels O O O O O O O B-BC 1-BC E-BC
tence n a level two warchouse
labels [0) 0 B-FRR _ E-FRR S-BU
sentence | What is the maximum ___ number of floors of a Class
labels [8) 0 O O ) 0] o) [0} [0) B-RC
sentence € and level one workshop
labels E-RC ) B-FRR  E-FRR S-BU
sentence |  What 1S the fire separation  between a Class A 5
labels O O O 0O 0 0] ) B-RC E-RC [0}
sentence | single floor N level one warchouse  and a Class B
labels B-FN E-FN O B-FRR E-FRR S-BU O O B-RC E-RC
sentence . high rise 5 level two  workshop
Iabels [0) B-I'N E-FN O B-FRR E-FRR S-BU
sentence | What 1S the minimum net width of the evacuation  door
labels [0) 0 O 0 0 0] 0 O B-EZ E-EZ
sentence of a high rise medical building
labels [0) 0 B-FN E-FN B-BU E-BU

Figure 4: Examples of sequence labeling.
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Figure 5: Structure of Bert-BiLSTM-CRF model.

The model structure of Bert-BILSTM-CREF is shown in Figure 5, which is
mainly composed of four modules. The character sequence obtained from the
question will be input into BERT to get the feature vector. BILSTM will fur-
ther extract the feature, and the linear layer will generate a preliminary label
sequence. Finally, the CRF layer will constrain the dependencies between
labels to get an optimal solution of the label sequence. Training parameters
of the model are shown in Table 3.

The Bert-BilSTM-CRF model generates a label sequence after labelling
the question, according to which the named entity in the question can be
extracted.

Dynamic Generation of Cypher Query Statements

Firstly, the BERT classifier is used to classify the user’s questions. Accor-
ding to the classification results, the target entity type of the question is

determined. Then, the Bert-BilSTM-CRF model is invoked to recognize the
entities, and the constraints in the question are extracted. After the target
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Table 3. Training parameters of Bert-BiLSTM-CRF

model.
Batch size 6
Padding size 50
Hidden size of Bert 768
Hidden size of LSTM 128
Output size 69
Learning rate of Bert 3e-5
Learning rate of BILSTM and Linear 3e-4
Learning rate of CRF 3e-2
Dropout 0.3
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Figure 6: Process of Cypher statement generation.

entity type and constraints are obtained, an algorithm is invoked to generate
a Cypher query statement. The algorithm specifies the entity type returned
in the Cypher query statement according to the target entity type, and gene-
rates the Cypher statement fragments for each constraint. Finally, all Cypher
fragments are concatenated into a complete query statement to retrieve the
answer in Neo4j. The flow chart of dynamically generating query statements
is shown in Figure 6.

INTELLIGENT RETRIEVAL SYSTEM

An intelligent retrieval system is built based on the proposed retrieval method.
This system uses B/S architecture, Java language, Neo4j database to store the
knowledge of building fire safety. SpringBoot is used in the back end, Vue
and third-party libraries such as D3 and ElementUI are used in the front end.
The BERT classification model and NER model run on the Python server, and
the Java back-end communicates with Python services by establishing socket
connections. The software architecture of the system is shown in Figure 7.
For the convenience of users, a question and answer window as shown
in Figure 8 is designed, which supports manual input and voice input. The
system provides a visual display of the knowledge graph, as shown in
Figure 9. The left part visually displays all knowledge queried, and the right
part displays information such as the number and name of the selected node.
It also provides the functions of querying specified nodes and adjacent nodes,
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Application Q&A Visualization
- Vue + ElementUI + d3 -
Service Classification NER Retrieval

4 SpringBoot + neo4j-starter =

Check Building Check
Standards Specifications Contents

Figure 7: Software architecture.

Hello, do you have any questions abou
t building fire standards?

What are the check contents of the fire
elevator?

Fire elevator landing button test, requir
ed time from the first floor to the top, ca
r intercom telephone, fire elevator auto
matic control function.

What is the fire separation between a
Class B, high rise, level two workshop
and a Class A, single floor, level one w
orkshop?

voice input

Figure 8: Question and answer window.

and resetting the graph. Through the system, users can find the knowledge in
the field of building fire safety quickly and accurately.

CONCLUSION

In this paper, a knowledge graph in the field of building fire safety is con-
structed, an intelligent retrieval method for multi-constraint questions is
proposed, and an intelligent retrieval system based on knowledge graph is
established. Through the introduction of knowledge graph, norms in the
field of building fire protection are organized, and problems of scattered and
non-standard are solved. The intelligent retrieval system enables assessors
to quickly and accurately find building standards and codes, which greatly
improves the efficiency of fire risk assessment.

The knowledge graph and intelligent retrieval system still have some shor-
tcomings and room for improvement, mainly including: (1) The data in the
knowledge graph is not rich enough and should be supplemented by other
data sources; (2) Since the amount of data used for training NER model in
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Figure 9: Visualization of knowledge graph.

this paper is not large enough, the recognition rate of those rarely mentio-
ned entities is relatively low. Therefore, users’ questions can be saved during
the use of the retrieval system and added to the training data to improve the
recognition rate.
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