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ABSTRACT

In recent years, Artificial Intelligence (Al) technology has seen significant growth due to
advancements in machine learning (ML) and data processing, as well as the availability
of large amounts of data. The integration of Al with eXtended Reality (XR) technolo-
gies such as Virtual Reality (VR) and Augmented Reality (AR) can create innovative
solutions and provide intuitive interactions and immersive experiences across vari-
ous sectors, including education, entertainment and healthcare. The presented paper
describes the innovative Voice-drive interaction in XR spaces (VOXReaIity)* initiative,
funded by the European commission, that integrates language and vision-based Al
with unidirectional or bidirectional exchanges to drive AR and VR, allowing for natural
human interactions with XR systems and creating multi-modal XR experiences. It ali-
gns Natural Language Processing (NLP) and Computer Vision (CV) parallel progress
to design novel models and techniques that integrate language and visual understan-
ding with XR, providing a holistic understanding of goals, environment, and context.
VOXReality plans to validate its visionary approaches through three use cases such as
a XR personal assistant, real-time verbal communication in virtual conferences, and
immersive experience for the audience of theatrical plays.

Keywords: Artificial intelligence, Multimodal artificial intelligence, Extended reality, Human-
artificial intelligence interaction

INTRODUCTION

Artificial Intelligence (Al) is a rapidly growing field that involves the develo-
pment of systems capable of performing tasks which typically require human
intelligence, such as visual understating, speech recognition, and language
translation. The use of Al is becoming integral part of our everyday lives,
and it has the potential to greatly improve the way we live and work. From
virtual assistants to self-driving cars, Al is changing the way we interact with
technology and the world around us. With the increasing availability of big
data and the development of powerful computational resources, Al is con-
stantly evolving and will continue to grow in the coming years. The use of
AT has the potential to transform many industries, bringing about significant
changes to society. Specifically, the authors in (Yu, et al., 2018) presents the
use of Al in healthcare, while the work at (Zhai, et al., 2021) provides a
review of Al in finance and education respectively.
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Just as Al technology is rapidly advancing, so the Extended Reality (XR)
technology is also progressing. XR, which includes virtual reality (VR) and
augmented reality (AR), has the potential to change the way we consume
media, conduct business, and interact with the world. In recent years, XR
technology has made significant advance leading to its use in variety of indu-
stries, such as gaming (Tao, et al., 2021) and education (Alnagrat, et al.,
2022). The XR technologies are also used for employee training in vari-
ous domains, like manufacturing (Doolani, et al., 2020). Moreover, study
presented at (Gerup, et al., 2020) shows that AR applications outperfor-
med traditional learning methods in the acquisition of anatomy knowledge
and needle insertion skills, while the work conducted at (Cha, et al., 2012)
demonstrates that VR technology could be a valuable tool for firefighter
training.

As both Al and XR continue to evolve, the integration of those two tech-
nologies can provide exciting new possibilities. Specifically, this combination
has the potential to revolutionize the way we interact with the world as well
as to enable the creation of immersive and interactive experiences. Al meth-
ods can be used to analyze large amount of data, such as images and speech,
to extract meaningful information. This information can then be integrated
into XR experiences to provide users with relevant and contextually aware
content.

Focusing on the integration of Al models into XR space, we present the
Voice-drive interaction in XR spaces (VOXReality) system, which is funded
by the European commission. Specifically, VOXReality aligns the parallel
progress in Natural Language Processing (NLP) and Computer Vision (CV),
which are two colliding fields of Al, to design and develop novel models
that merge language and visual understanding with XR, creating multi-modal
and immersive XR experiences. Those models can be exploited to address
challenges related to human-to-human and human-to-machine interaction.
The effectiveness of the framework can be demonstrated through three use
cases: XR personal assistant, communication in virtual conferences, and XR
experiences for theatrical plays.

VOXReality Vision

VOXReality integrates language- and vision-based Al models, aiming to
tackle the challenges associated with human-to-human and human-to-
machine interaction in XR space. When it comes to human-to-human
interaction challenges, the most common is the language barriers between
people who speak different languages or use heavy accent. In this case,
people may struggle to communicate effectively, leading to misunderstan-
dings and miscommunications. Regarding the human-to-machine interaction
challenges, the usability of complex machine can be overwhelming for some
users, resulting to frustration and lack of engagement.

To address the aforementioned challenges, VOXReality utilizes NLP and
CV advancements to create robust Al models. The multi-modal informa-
tion is exchanged between the modalities with unidirectional or bidirectional
ways to drive AR and VR, enabling natural human interactions with the



VOXReality: Imnmersive XR Experiences Combining Language and Vision Al Models 141

backends of XR systems and creating multi-modal XR experiences from
the combination of vision and sound information. Those next-generation
models can provide holistic understanding of our goals, surrounding envi-
ronment and context, while they can improve both human-to-machine and
human-to-human XR experiences.

Particularly, powerful multi-tasking Al models that are adjustable to dif-
ferent languages, expressions, and accents, while they are able to consider
the surrounding context, are implemented and integrated in user-centric
multilingual translation system. Additionally, based on language and visual
information, visually grounded language models are built providing valuable
information about the surrounding. Finally, by integrating all the afore-
mentioned models and additional knowledge, a context-aware multi-modal
agent is developed, which creates well-grounded conversations, provides
navigation guidelines and assistance to the user via XR.

By exploiting the VOXReality framework, the language barriers in human-
to-human communication can be overcome by providing real-time trans-
lation, enabling people to communicate effectively even if they do not use
the same language. Simultaneously, VOXReality allows people to easily and
user-friendly interact with machine using natural language rather than com-
plex interfaces, addressing with this way the human-to-machine interaction
challenge of usability.

Additionally, the developed Al models can be used to create immersive
XR experience. Specifically, the language-based Al models can be used to
understand natural language commands as well as questions and respond
accordingly, allowing people to interact with XR environment in an intuitive
way. The vision-based Al models are able to analyze real-world environments,
resulting to the generation of accurate XR experiences. Generally, the VOX-
Reality project is set to push the boundaries of what is possible in XR by
utilizing Al and bring us one step closer to the future where the physical and
digital worlds merge to offer a truly immersive experience.

The framework is aimed to be deployed and validated in the following
three use cases. It should be mentioned that the communication can be done
in the user’s language for each use case.

« Personal assistant in XR: The VOXReality framework can be exploited
to create robust personal assistant in XR space for various applications,
such as instruction assistant, technical support, and navigation guides. The
communication can be performed in the user’s language.

« Communication in virtual conferences: The proposed system can be uti-
lized to improve the real-time communication during conferences in VR.
Additionally, it automate the navigation in those spaces with information
provided by the agent.

« XR experiences for theatrical plays: The VOXReality can create immersive
XR experience for a theatre audience. Specifically, with the help of langu-
age translation and user-specific audio-visual connections, VOXReality is
able to improve theatre experiences.
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VOXReality Al Components

This section focuses on the development of the VOXReality’s Al components.
Each component can be developed to address specific challenges, with the
ultimate goal of creating a user-centric, adaptable Al system that can process
and understand a wide range of sensory information. The main intention
is the evolution of the current state of Al technology by creating intelligent
systems that can handle complex tasks such as speech recognition, language
translation, and visual grounded language understanding.

Automatic Speech Recognition

Automatic speech recognition (ASR) is a technology that enables compu-
ters to recognize and transcribe spoken language in real-time. It’s an area
of Al that applies Machine Learning (ML) algorithms to recognize patterns
in speech and convert them into written text.

Over the past few years, ASR technology has advanced dramatically, driven
by improvements in ML algorithms. There are ASR systems using multi-
models and end-to-end models. Multi-model approaches aim to solve the
problem using multiple models, which are designed to solve sub-tasks (rela-
ted to the problem) and the targeted task. The use of DNN-Hidden Markov
Model (DNN-HMMs) combined with a Language Model obtains impressive
results on LibriSpeech (Panayotov, et al., 2015) test-other subset (Liischer,
et al.,2019). In end-to-end approaches, only supervised methods can be used
to solve the speech tasks. Authors at (Kim, et al., 2019) present a model
based on the Encoder-Decoder architecture using stacked Long Short-Term
Memory (LSTM) networks for the encoder and LSTM combined with soft
attention for the decoder.

VOXReality intends to create ASR model that is capable of converting
spoken words into text supporting five different languages including English,
German, Greek, Spanish, and Italian. With the aim of achieving high accuracy
and fluency, VOXReality plans to leverage the power of Transformer-based
models. These models have proven to be particularly effective in handling
special expressions, allowing them to produce text outputs that closely resem-
ble natural language. Additionally, Transformer-based ASR models have
shown significant improvements in performance compared to traditional
ASR models, particularly in noisy environments where speech recognition
accuracy can be challenging. By utilizing these advanced models, VOXRea-
lity hopes to provide accurate and reliable speech recognition capabilities for
a wide range of applications.

Multilingual Translation

Multilingual Neural Machine Translation (NMT) systems, such as Google’s
multilingual NMT system (Johnson, et al., 2017), can translate between
different languages using a single model, allowing information sharing among
related languages. The use of generative pretraining and other techniques,
such as multitask learning and pre-training different components of the
model, have been suggested to reduce the need for large amounts of paired
data (Garclia, et al., 2020).
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NMT faces challenges due to the adaptive and generative nature of human
language. While progress has been made, semantic contexts, particularly
surrounding sentences, need to be considered. Multilingual translation and
unsupervised NMT, especially for low-resource languages, are still challen-
ging. Integrating multiple modalities, like images and videos, is also an open
issue. Adapting to non-native speech with accents and technical vocabulary
in conference presentations, specific theater languages, and audience reading
speed and contractions are additional challenges.

The VOXReality project aims to address the challenges faced in NMT
and develop multilingual NMT models for high and low-resource langua-
ges that can perform task-related translations of high quality. With the focus
on creating universal solutions, VOXReality intends to utilize transfer lear-
ning and fine-tuning techniques as well as exploring structured knowledge
to customize general language models to specific scenarios, such as technical
conferences, with the ability to handle an impressive five different languages
including English, German, Greek, Spanish, and Italian. The result can be Al
models that are capable of adapting to various languages, expressions, and
accents while taking also visual context into account and can be conditioned
with external information.

Visual Grounded Language Models

VOXReality seeks to develop Visual Grounded Language Models that con-
nect language semantics with visual concepts through spatio-temporal infor-
mation like videos and 3D representations, rather than static images. This
approach considers multiple views of the same objects or scenes, as well
as spatial relationships, through the use of structure-from-motion and/or
multi-view stereo techniques. The project also intends to incorporate colorful
proxies, (Yao, et al., 2021) which could include spatial information and scene
graph descriptions. Recently, the field of visual-language processing has seen
significant advancements with the emergence of cutting-edge models such as
LXMERT (Tan & Bansal, 2019) and UNITER (Chen, et al., 2020), which
are considered prominent representatives in the field.

The goal of VOXReality is to develop a vision-language model that captu-
res both spatial and semantic relationships, which is crucial for advancing
language-driven XR technology with improved spatial understanding. The
outcome is the construction of visual grounded language models that can be
used in spatio-temporal tasks like navigation and guidance.

Generative Dialogue System

A Generative Dialogue System is an Al system that is capable of genera-
ting human-like responses based on user input, while it can be used as a
component of a multi-modal agent to enhance its conversational capabili-
ties. The Generative Dialogue System operates as a task-oriented system with
the primary objective of assisting users in completing specific tasks, such as
customer service, booking, and virtual assistant services. Task-oriented dia-
logue systems consist of three individual components. Firstly, the Natural
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Task-Oriented Dialogue System
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Figure 1: Task-oriented Dialogue system.

Language Understanding (NLU) is responsible for converting the transcri-
bed text from ASR into a machine-readable format, including slot filling
and intent detection. Then, the Dialogue Management (DM) system, that
consists of Dialogue State Tracking (DST) and Dialogue Policy, is responsi-
ble for managing the flow of the conversation and generating appropriate
responses. DM can be connected to external knowledge sources, such as a
knowledge base, to provide more meaningful answers. Finally, the Natural
Language Generation (NLG) can be described as the transformation of a mea-
ning representation into a human-understandable text. Figure 1 presents the
Task-oriented dialogue system.

The approach of using pretrained models has been gaining popularity in
the field of language generation. MASS, a masked sequence to sequence pre-
training method, is one example of this approach that has shown promising
results in language generation (Song, et al., 2019). Another method is the
unified text-to-text transformer, T5, which has demonstrated its effectiveness
in transfer learning (Raffel, et al., 2020). Also, SimpleTOD (Hosseini-Asl,
etal.,2020) approach for task-oriented dialogue, which leverages pre-trained
models like GPT-2 for transfer learning in the open-domain setting where
data is more readily available.

VOXReality’s Generative Dialogue System can handle a wide range of
tasks, from answering general questions about the environment to providing
directions and instructions. With the ability of perceive and process informa-
tion about the user’s surroundings, the developed system could respond in
real-time to user requests and provide relevant, personalized assistance. The
3D environments and landmarks plan to be used to train the system to reco-
gnize patterns and relationships in the data, allowing it to make informed
decisions and respond effectively to user requests. The end goal is to create a
highly intuitive and user-friendly system that provides unparalleled levels of
convenience and accessibility.

VOXReality System Design

All the AI components described in the previous section are combined to
create the VOXReality system. This section explains the way that these
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components are linked together as well as how the final output is produced.
Figure 2 highlights the interaction between the various components of the
VOXReality system, showcasing the flow of information and collaboration
between them.

In VOXReality, the combination of two distinct inputs, audio and visual,
offers a more complete and accurate representation of the surrounding envi-
ronment. The audio input captures the user’s vocalizations, including any
questions and requests, that the user makes to the system. Additionally, the
visual input represents the current visual stimuli that the user is experiencing.
The input audio is processed and transcribed into written text by the ASR
component. Then the transcribed text can be used by the other NLP models.
Similarly, Visual Grounded Language Model interprets the meaning of visual
inputs and provide text representations.

When translation is the objective, the Multilingual Translation system
incorporates both the transcribed text from the ASR component as well as
the visual context from Visual Grounded Language component. As a result,
the system delivers an accurate translated response to the user. In the case
of user’s communication with the agent, the system converts the audio and
visual inputs into text by the ASR and Visual Grounded Language compo-
nents respectively. The Generative Dialogue System is responsible to process
this multi-modal information and produce meaningful response to the user.
Since the Generative Dialogue System is functional for English language, any
audio input that is in different language is translated first to English. The
generated response can be translated into one of 5 languages by the Multilin-
gual Translation component, before being presented to the user. Finally, the
output of Al models can be displayed to the user by using techniques such as
AR and VR, enhancing the user’s experience of the real world or even creating
an entirely new one.

VOXReality Visionary Use Cases

VOXReality is a cutting-edge Al system that is aimed at revolutionizing
various aspects of XR technology. The system intents to enhance commu-
nication, networking, and cultural experiences through advanced Al models
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that understand both audio and visual elements in the environment. This
section covers three different use cases that VOXReality aims to address.

Personal Assistant in XR

The first use case scenario that VOXReality plans to build is the perso-
nal assistant in XR. Advanced Al models that understand both audio and
visual elements of the environment enable language commands and semantic
context, both spatially and semantically. This opens a world of new possibi-
lities, such as instructional assistants, technical support with Head-Mounted
Display (HMD) devices, and navigation guides. The ultimate goal is to use
the cutting-edge vision and language models that can perceive the user’s
surroundings and guide them to complete tasks through spatially and seman-
tically grounded commands, addressing with this way challenges related to
human-to-machine communication.

In comparison to existing image and voice-activated personal assistants,
that only treat input modalities as separate entities and do not consider their
spatial relationships, VOXReality takes advantage of all the information
available to the user. Therefore, VOXReality is expected to provide users with
a more comprehensive and intuitive experience. This innovative approach to
personal assistants has the potential to revolutionize the way people interact
with technology, providing more natural and efficient communication that is
tailored to the user’s needs.

Communication in Virtual Conferences

The VOXReality system can be utilized to enhance spoken communication
within virtual environments. The main advantage of attending conferences
and events is the opportunity to network with others who share similar inte-
rests. This is the reason why most people attend these types of gatherings.
However, successful networking relies on effective communication and the
creation of common ground. This can be a challenge in virtual settings as
they lack the subtle communication cues that help establish a connection in
face-to-face interactions.

VOXReality is going to adopt the developed ASR and multilingual
NMT models to enhance real-time verbal communication in VR space.
Additionally, the navigation in those spaces can be automated by deploy-
ment the Generative Dialogue System of multi-modal agent to the vir-
tual environment, aiming to increase the human-to-machine conversational
realism.

XR Experiences for Theatrical Plays

Attending theatre is a wonderful cultural experience with many positive affe-
cts to people, such as improved mental health, exposure to different cultures,
enhanced creativity, etc. Hundreds of years, theatres have been using many
different effects to create a immersive experience for the audience. Already,
the theatre industry investigates the use of pioneering technologies, such as
VR, AR and XR, to modify the way that the audience immerse in the live
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experiences. However, there are several challenges that theatres face in attra-
cting and retaining audiences. The most common one is the language barriers
for people going to the theatre, particularly for those attending performances
in a language they are not familiar with.

VOXReality creates immersive experience for the audience during theatri-
cal performances, while it can overcome the language barriers challenge. This
can be achieved by using the multilingual NMT models and displaying live
captions, subtitles, and context-specific information through XR headsets.
The captions can be available in the viewer’s preferred language, allowing a
comprehensive understanding of the play. Also, theatre producers can utilized
the ASR models of VOXReality as well as data-driven techniques to enhance
their performances with visual effects triggered by predetermined expressions
or words. Therefore, VOXReality offers exciting opportunities for theaters
to enhance the audience experience, from creating immersive performances
to expanding accessibility.

CONCLUSION

VOXReality combines the advancements in NLP and CV to create multi-
modal Al models that incorporate language and visual understanding of the
environment. Those Al models are integrated with XR, leading to immersive
XR experiences and various innovative applications across industries. The
main components of VOXReality system are Automatic Speech Recognition,
Multilingual Translation, Visual Grounded Language Models, and Genera-
tive Dialogue Systems of a context-aware multi-modal agent, which interact
with each other to take advantage of audio and visual inputs, while produce
comprehensive and accurate knowledge for the user. The proposed system
can tackle issues and challenges related to interactions between humans and
machines, as well as interactions between humans themselves. The functiona-
lities and the added value of the developed system are demonstrated through
three use cases: XR personal assistant, communication in virtual conferences,
and XR experiences for theatrical plays.
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