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ABSTRACT

Painting style alignment is critical for ancient painting restoration. To reduce the aesth-
etic cognition conflicts between human and artificial intelligence in Chinese landscape
painting restoration, we propose a new research paradigm, joint aesthetic cogni-
tion, which aligns painting style in three stages: descriptive painting style based on
human aesthetic cognition, predictive painting style with AI aesthetic computation,
and prescriptive restoration test via human-AI collaboration. To keep interaction of
these stages continuous, a hybrid research method based on both data design and
self-supervised learning is further proposed to adaptively construct the joint cognition
of specific painting style. Preliminary tests on two restorative scenarios, analogized
generation and cognitive recompositing, indicate that our joint aesthetic cognition is
effective and feasible for painting style alignment, and can thus facilitate human-AI
collaboration in ancient painting restoration.

Keywords: Painting style alignment, Ancient painting restoration, Chinese landscape painting,
Human-AI collaboration, Joint aesthetic cognition

INTRODUCTION

AI assisted ancient painting restoration requires accurate painting style ali-
gnment. During the constant interaction of human and AI, instructions
expressed in language may generate cognition conflicts, resulting in unsta-
ble output. Therefore, there is a very real need for a research framework,
that enables accurate and stable output by integrating the knowledge of
restoration experts and the computing power of artificial intelligence.

We propose a joint aesthetic cognition paradigm to interpret, learn, pre-
dict, and prescribe painting style under certain circumstances in given an
ancient Chinese landscaping painting. The joint aesthetic cognition research
framework is composed of two peer systems- a aesthetic cognition system
and an aesthetic computation system (see Fig. 1). In the aesthetic cognition
system, human experts extract style descriptions from the specific painting. In
the aesthetic computation system, the AI computationally predicts the pain-
ting style. These two systems interact with each other by integrating expert’s
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Figure 1: The joint aesthetic cognition framework bidirectionally driven by aesthetic
cognition and aesthetic computation.

domain knowledge into data design, and then AImodels learn how to colorize
as a painter from a data flow to train and adapt its model. By recombining the
multi-scale and multi-grained cognition, the model will predict painting style
in computational experiments. Finally, guided by the expert’s visual prompts,
the model will provide restoration solutions in the expected painting style.

This research empowers experts in the field of ancient painting restoration
from the following three aspects: (1) a series data design methods is proposed
to help the experts generate high-quality datasets from rare ancient paintings
easily; (2) the impacts of data granularity, scale, and mask are discussed qua-
litatively and quantitatively, that can be adopted by experts as suggestions
to improve style alignment by selecting and updating sub-datasets; and (3) a
restoration model is trained, which may assist experts to adjust and evaluate
restoration solutions intuitively.

RELATED WORK

In the field of ancient Chinese painting restoration, artificial intelligence tech-
nology has not been widely used. On the one hand, the restoration of ancient
paintings requires profound professional knowledge; on the other hand,
most restoration experts lack the resources and knowledge to modify the
AI model for a specific painting style. A more targeted approach is to empo-
wer restoration experts with AI through the construction of joint cognition
paradigm. This section introduces related research focusing on data design,
self-supervised learning, and human-AI interaction.

The Generation of Chinese Painting Style

Inspired by the deep learning, researchers have begun to use convolutional
models to simulate Chinese painting style, such as transfer photos to Chinese
paintings based on CNN (Sheng et al., 2019) or generated Chinese landscape
paintings using GAN or its variants (He et al., 2018; Xue, 2021). The diffu-
sion model (Nichol, 2021) and its related applications (Rombach et al., 2022)
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have boosted the popularity of AI painting. However, the current painting
models are not ideal for stable style output. This may be due to the limita-
tions of language-supervised learning. After all, it is difficult for people to
express irregular shapes, movements, complex structures and subtle strokers
in words (Van Den Oord, Kalchbrenner and Kavukcuoglu, 2016). Despite
the learning mechanism, one fundamental issue is that painting models often
trained on the data collected from the Internet (Kreutzer et al., 2022), which
is insufficient in quality and mixed in style. The previous study has revea-
led that the models trained on diverse datasets are not always better than
those trained on specialized datasets (Cole et al., 2022). Therefore, we need
to construct the hybrid method based on both data design and self-supervised
learning.

Date Design

To simulate the general drawing steps of human, we adopted the data form
of contour-stroker pairs (Isola et al., 2017). In addition to the data form,
we also considered the granularity and scale. Human cognition is a process
from large-scale and coarse-granularity to small-scale and fine-granularity;
AI computing is a process from small-scale and fine-granularity to large-
scale and coarse-granularity. In order to achieve the interaction between the
two, we designed the datasets as a structure of multi-granularity (Liu et al.,
2022), multi-scale (Ronneberger, Fischer and Brox, 2015), and performed
mask augmentation (He et al., 2022). The existing studies have emphasized
the impact of sub-dataset on model performance (Ghorbani and Zou, 2019;
Hohman et al., 2020). Such a data design is also convenient for the experts
to select and update sub-datasets.

Human-AI Interaction

Some researchers suggested that end users should be widely involved in all
aspects of artificial intelligence research and development, such as data, fra-
meworks, models, and applications (Lee et al., 2019). The human-in-the-loop
approach can integrate tacit knowledge into computing. As a result, the pro-
blem that aesthetic cognition is difficult to be encoded in language would be
alleviated to a certain extent. Although the study on human-AI interaction is
still in its infancy (Cooper et al., 2014; Dove et al., 2017; Kurdziolek, 2022),
it has been confirmed that, comparing to relying solely on data, the feedback
of human can improve learning efficiency (Ouyang et al., 2020) and enhance
the value alignment of human and AI (Gabriel, 2020).

Based on the previously mentioned research and technical support, we
built a joint cognition paradigm consisting of three stages: descriptive pain-
ting style based on human aesthetic cognition, predictive painting style with
AI aesthetic computation, and prescriptive restoration test via human-AI
collaboration. We will elaborate on these three stages in the subsequent
sections.

DESCRIPTIVE PAINTING STYLE AND DATA DESIGN

The first step in building the joint aesthetic cognition is to build a dataset that
characterizes the basic attributes of the target style. This section will analyse
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the painting style of “Dwelling in the Fuchun Mountains” based on human
aesthetic cognition and introduce the data design method.

Multi-Scale Fusion

During the Yuan Dynasty (1271-1368 A.D.), the style of Chinese land-
scape painting changed from depiction to super-expression. “Dwelling in the
Fuchun Mountains”, an authentic work of Huang Gongwang, is represen-
tative of this new style. The spatial narrative of “Dwelling in the Fuchun
Mountains” is a mixture of lofty-distance, flat-distance, and far-distance,
which challenges AI by making it face both macro and micro at the same
time. As we know, the AI network constructed by up-sampling and down-
sampling highlights the dominant objects at the cost of ignoring small objects.
In order to enable small objects to be clearly captured and fairly calculated,
data design needs to support multi-scale fusion.

Based on the high-definition digital photo of “Dwelling in the Fuchun
Mountains”, we preformed random sampling at three scales. We adjusted
the vertical axis of the digital photo to 512 pixels, 1024 pixels and 2048
pixels, then we randomly segmented them with a window of 512*512 pixels
(see Fig. 2). In this way, we obtained large-scale samples covering 100% of
the vertical axis, medium-scale samples covering 50% of the vertical axis,
and small-scale samples covering 25% of the vertical axis.

Figure 2: The segmentation at multi-scale: (a) large-scale sample, (b) medium-scale
sample, and (c) small-scale sample. (The HD digital photo of “Dwelling in the Fuchun
Mountains” is adapted from Taipei Palace Museum.)
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Multi-Grained Representation

Huang Gongwang has developed a unique modelling structure in “Dwel-
ling in the Fuchun Mountains” that can be called “lines in lines”. The
abstract lines in the painting are roughly parallel, which make it difficult
for AI to distinguish the external contours from the internal strokes. In
addition, Huang’s brushwork pattern is vivid and of no apparent regula-
rity. Our data design should serve not only the capture of main contours,
but also the preservation of details. As shown in Fig. 3, we formed a multi-
grained representation in the data design: coarse-grained representation of
the main contours (factor = 1); medium-grained representation of intermedi-
ate contours (factor = 0.5); fine-grained representation of brushwork details
(factor = 0.1).

Data Augmentation

When watching “Dwelling in the Fuchun Mountains”, the viewer’s eyes tend
to focus on the detailed parts. We added irregularly distributed masks on the
aesthetic focus areas (see Fig. 4). These masked data can drive AI to learn
better in context and apply learned style to new compositions by analogy.

Based on the above methods, we formed a painting style dataset containing
44,132 contour-stroker pairs (see Table 1).

Figure 3: The multi-granularity representation: (a) original image, (b) coarse-grained
representation, (c) medium-grained representation, (d) fine-grained representation.
(The HD digital photo of “Dwelling in the Fuchun Mountains” is adapted from Taipei
Palace Museum.)

Figure 4: Examples of manual masked data. (The HD digital photo of “Dwelling in the
Fuchun Mountains” is adapted from Taipei Palace Museum.)
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Table 1. The composition of painting style datasets.

Coarse grained Medium grained Fine grained

Large scale 6600 (Including 2000 masked
samples)

4000 4000

Medium scale 4754 4454 4454
Small scale 5370 5250 5250

PREDICTIVE PAINTING STYLE AND COMPUTATION

The second step in building a joint aesthetic cognition is to train the model
to predict painting style through computational experiments.

Computational Framework

The parts of our computational framework are shown in Fig. 5. The frame-
work is composed of a discriminator and a generator (Isola et al., 2017).
It has the architecture to fuse multi-scale features through layer-skip con-
nections (Ronneberger, Fischer, and Brox, 2015). To reduce the hardware
requirements, we minimized the dimensions and the hidden layers of the
architecture.

Experiment Operation

We designed a series of experiments according to different alignment goals.
As listed in Table 2, the updates of sub-datasets took place in every expe-
riment. Sub-dataset selection and update can be viewed as an interaction
problem. The optimal interaction pattern will determine the signals that
human sent to AI model.

The training parameters were consistent from E1 to E5. The parameters of
E6 were optimized: the buffer_size was expanded from 800 to 1600, which
increased the randomness of the data used in each iteration; the genera-
tor optimizer rate was in-creased from 2e-1 to 4e-1 to further expand the
opportunities for analogized generation.

Figure 5: Architecture of the computational framework: (a) discriminator and
(b) generator.
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Table 2. Sub-datasets updates in different experiment.

Figure 6: Comparison of experimental results.

Experimental Results

The given style was constantly learned during the training. Fig. 6 demon-
strates the comparison of the experimental results. From E1 to E6, the
lofty-distance scenes were clearly reproduced first, followed by the flat-
distance scenes, and far-distance scenes. As the computation progressed, the
modelling structure and brushwork details were represented more and more
completely. All kinds of objects were captured in a relatively balanced man-
ner, even the point-view figure as small as pod. Note that part of the visual
content generated by E5 and E6 is not in the input sample data, which
indicates that the model has a certain generation ability based on analogy.

The Impact of Data Selection

In order to gain a deeper understanding of the effect of data selection, we
analysed the dynamically changing of the loss (see Fig. 7).

Trough analysing the loss, we have the following findings. Firstly, com-
pared to E1, E2 reduced the discriminator loss and increased the generation
loss. Within the generation loss, E2 led to an obvious increase in genera-
tion_gan_loss. This shows that the information brought by multi-granularity
data significantly helps to improve the alignment of the brushwork pattern.
Secondly, compared to E2, E4 increased the discriminator loss while reduced
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Figure 7: The dynamic changes of loss: (a) discriminator loss, (b) generation GAN loss,
(c) generation L1 loss, and (d) generation total loss.

the generation loss. Within the generation loss, E4 led to a reduction in gene-
ration_gan_loss and an increase in generation_L1_loss. This indicates that
the spatial cognition integrated in the multi-scale data is more informative
for the alignment of modelling structure. Thirdly, compared to E4, E5 led to
an increase in both discriminator loss and generation loss. It can be conside-
red that the masked data drives the model to apply the learned style to a new
context.

PRESCRIPTIVE RESTORATION TESTS

After the aesthetic computational experiments, the third step is to perform a
prescriptive restoration test via human-AI collaboration. Fig. 8 shows some
of the results of tests, with each subfigure providing a particular restorative
form effect. Our first test scenario was generated by erasing some contours
of the painting. As illustrated in column (b), the generated contents inspired
by manual erasing include the blank sky, a turbulent river at the foot of the
mountains, and the rapids between the valleys. The second test scenario came
from adding contours on the painting. As can be seen in column (c), the
generated contents guided by the added lines are not only reasonable, but
also poetic, blending naturally with the original images.

If an ancient painting has large areas of damage, the restorers typically
execute cut and mounting, and then add strokers to the transitional area to
make this part look less abrupt. Fig. 9 shows how we simulated this scenario
by generating cut-mix drafts containing the parts of draft A and draft B. As
can be seen from column (e), the model can basically complete the cognitive
recompositing task.
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Figure 8: Examples of analogized generation tests: (a) original data pairs, (b) genera-
tion inspired by manual erasing, and (c) generation inspired by manual outline.

Figure 9: Examples of cognitive recompositing tests: (a) line draft A, (b) line draft B,
(c) the cut-mix of A and B, (d) ground-truth image for reference, and (e) generation
inspired by cut-mix.

CONCLUSIONS AND DISCUSSIONS

In this paper, we propose a joint cognition paradigm consisting of aesthetic
cognition and aesthetic computation. The experiments in this paper are ele-
mentary. The methods and conclusions of this study need to be validated in
more painting style alignment experiments. In addition, this study has not
covered the issue of colour restoration of Chinese landscape painting. All
the above will be the directions of our future research. Using painting style
alignment is a step in the direction of human-AI collaboration for ancient
paintings conservation, and we believe further steps are possible.
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