Artificial Intelligence and Social Computing, Vol. 72, 2023, 151-159 AH FE
https://doi.org/10.54941/ahfe1003283 |nternational

Application of Educational Context Data
Using Artificial Intelligence Methods

Myriam Pefafiel!, Maria Vasquez?, and Diego Vasquez®

1 Escuela Politécnica Nacional, Quito, Ecuador
2 Universidad Internacional del Ecuador UIDE, Ecuador
3 Universidad de Las Américas, Quito, Ecuador

ABSTRACT

Today the web generates a large amount of data, the same ones that come from social
networks, online platforms, communities, cloud computing, etc., but one type of data
has not been recognized for its relevance and that is data from Learning Management
Systems like Moodle in the educational context. Considering this context, this rese-
arch will apply some Artificial Intelligence m ethods a nd techniques such as the TSA
methodology, Text mining, and Sentiment Analysis to assess the data about the opi-
nion of the students, converting them into stable information structures that allow
their reflectionand analysis. Theworkcarried outfocuseson determiningthe level
of user satisfaction, in this case, the students, of the virtual learning platforms. The
results obtained show that applying Artificial I ntelligence allows o b taining relevant
information that helps to undertake improvement actions by authorities and managers
in the educational context based on the opinion of the students, detecting important
problems in online learning during these times of COVID-19 we are just past.

Keywords: Artificiali n telligence, E d ucation, O p inionm i ning, S e ntimenta n alysis, Virtual
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INTRODUCTION

The first United Nations World Data Forum made at the beginning of 2017
(Pullinger, 2017) made clear the importance of taking care the most valuable
assets in the planet, the data, since there is no benefit in accumulating them,
the benefit lies in knowing how to use them. We are at a milestone in the
history of humanity it is COVIT-19 pandemic is going through, where our
priorities have been totally changed. For this reason, use of data to improve
all our processes is essential and one of these is online education for that
reason the optimal use of data is critical (Porway, 2020).

This data that needs to be processed since most of it is unstructured data
requires advanced techniques to turn it into knowledge, which is the prime,
function of Artificial Intelligence (Bag et al., 2022). Thus, data mining arises
from the need to obtain knowledge from large volumes of data generated by
the development of the web.

The educational context does not escape this need due to the volume of
data generated through virtual learning platforms, learning communities,
social networks, etc. Thus, educational data mining techniques such as text
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analysis and sentiment analysis will allow analyzing the data that comes from
virtual learning platforms such as Moodle from the students’ perspective for
data optimization that contributes to the effective decision-making for the
improvement of the teaching-learning process, one of the main objectives of
the area of educational research (Willaert, 2020).

Therefore, the data that come from the virtual learning environments
(Rodrigues et al., 2016) be of special interest for this field to analyze infor-
mation related to the teaching learning process in institutions of higher
education. Especially the data that generated by those involved such as
students and teachers to know their opinions, in the same way, which
organizations do with their clients (Nassirtoussi, et al., 2014)

Therefore, this work focuses on the application of artificial intelligence
to obtain information about the opinions of students and teachers related
to their feelings regarding the use of virtual learning environments through
methods and techniques of data mining such as text analysis and sentiment
analysis.

The sentiment analysis, also called opinion mining, will allow the perce-
ption or feeling of the subjective texts of these users to be classified as positive,
negative and neutral feelings (Liu, 2012) this research focus in obtain the
perception of the use of Virtual classrooms as tools to support the teaching
- learning process through the analyze the polarity obtain of the data in the
educational context.

In previous works, the authors proposed the evaluation of the use of virtual
classrooms by evaluating the closed questions of the surveys (Pefiafiel and
Lujan, 2014; Penafiel et al., 2015; Pefafiel et al., 2018a For this, traditional
quantitative methods were used, and the need for a method to evaluate open
questions was evidenced which due to their subjectivity need other types of
evaluation methods.

This paper is an application of data mining using computational techni-
ques such as text mining and sentiment analysis with the objective of evaluate
the open questions of the online surveys conducted by students and teachers
of the university (Pefafiel et al., 2018b). The results have allowed obtain
relevant information in relation to the time that the teachers use when incor-
porating online platforms in the process of teaching learning, acceptance or
rejection of the use of these tools by teachers and students, etc.

This information helps to incorporate improvements in the teaching-
learning process, in the use of virtual classrooms, as tools to support
face-to-face learning. To validate the proposed, the researchers presented
three case studies of interest from the perspective of students and teachers,
which are detailed in later sections.

METHOD

Considering that Data Mining allows the preparation of the data so that they
can be used in the obtaining of results of the Artificial Intelligence techniques,
the use of the TSA Methodology (Penafiel et al., 2018a; Pefiafiel et al., 2018b)
that uses the Text Analysis and the Sentiment Analysis for the processing has
been selected of the data of this investigation.
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Text Mining

The primary objective of text mining is to extract interesting and relevant pat-
terns of behavior to explore knowledge from semi-structured or unstructured
textual data (Al-Mahmoud, 2015; Eisenstein, 2019; Chassignol, 2018). The
text mining process in schematic form can be said to comprise the follow-
ing phases: data collection or harvesting, preprocessing, indexing, selection
of characteristics, classification, and performance metrics (Hutto and Gilber,
2014). Within text mining tasks (Ferreira-Mello et al., 2019; Greco and Polli,
2020), we can mention some: information retrieval, extraction of conce-
pts, categorization, sentiment analysis, content management, and ontology
management.

Sentiment Analysis

The Sentiment Analysis, also called Opinion Mining (Liu, 2012) is an area
that has currently attracted the interest of many investigations in recent years,
with around 9.000 studies in this field, only in the web of science (Fel-
dman, 2013). Some studies have done literature reviews to determine the
most common methods, techniques, and applications in sentiment analysis,
just to mention some (Ferreira-Mello et al., 2019; Greco and Polli, 2020).
One of the main features is that it allows performing a text analysis of any
opinion polling, mainly with a large amount of data in real time. Sentiment
Analysis works with the subjective information of human language, so clas-
sify those opinions with labels that can be positive or negative so that they
can be evaluated.

TSA Metodology

This methodology in Figure 1 will be applied below using data from the opi-
nion of students on the use of virtual classrooms from Learning Management
Systems (LMS) like Moodle in the university selected for the case study.

The detail of the applied methodology can be reviewed in previous inve-
stigations (Pefafiel et al., 2018a; Pefafiel et al., 2018b), therefore on this
occasion it will only be applied following the recommended guidelines.
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Figure 1: Phases and steps of methodology text analysis sentiment analysis
methodology.
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RESULTS

At the University of the study case, the students work with virtual classrooms
under Moodle and use this tool as a support for face-to-face learning (Willa-
ert, 2020). In this study case, was considered the data of students who used
virtual classrooms and answered the survey that was included in the platform
in the four semesters between the years 2014 and 2015, the opinion of the
teachers you can see at (Penafiel et al., 2016).

It is worth mentioning that the number of students at the university is 8000
and this survey was sent through the Moodle platform, but since this plat-
form was not mandatory at this time, it was only answered by 610 students.
Although by this date thing have changed dramatically due to the COVID-19
pandemic, which we have just experienced, it is important to establish the
base point in which this university was, to establish differences, if any, at this
date in a future investigation.

In those periods, surveys were applied to students when they started the
course (pre-test), and at the end of the course (post-test). Were collected 610
surveys corresponding to the post-test, of which 90,5% of the students answ-
ered the open question sent in the survey. This open question was used as
input to validate the methodological proposal, in this study case, it was not
necessary to select a prominent variable (Miller, 2015) since it was worked
on the only open question. The question was:

Question 11: What are the main impediments that you perceived in the
access and use of this mode of dictation.

The analysis of open questions is subjective and unquantifiable; this moti-
vated to carry out this research where it is considered a method to evaluate
this kind of questions. The results of the first case study of this research
aligned to the proposed TSA methodology are presented below:

TSA Phase 1. Text Analysis

In this phase, two experiments were carried out, each with a different tech-
nique. In the first experiment, the text analysis was applied without applying
lemmatization. For the second experiment, the lemmatization technique was
applied, and the lexemes of the most repeated words were considered.

The results obtained with the two techniques can be observed in Table 1.
The values obtained in the column of the lemmatization technique will be
greater or equal to the values of the normal technique, since this technique
groups the whole possible range of words. Also, it should be considered that
the lower the frequency, the lower the difference between Lemmatized and
Normal.

Next, the results of this table are represented and are observed in Fig. 2, in
which it is seen that the count of the Normal text and Lemmatized is similar.
The figure shows the ten lemmas most frequent. When comparing the data of
the two experiments we can observe that the data present a high correlation

The Pearson correlation was then applied to the two experiments, and
it can be concluded that the experiments are statistically equal with a
99.33% correlation The results shows a dispersion of the values obtained
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Table 1. Word counting and lemma.

Word/Lemma Lem Nor
difficulty/difficulty 700 615
internet/internet 455 453
virtual/virtual 371 371
Problems/problem 282 281
Connect/connect 280 280
computers 177 174
Available/available 174 173
connection/connection 174 174
get/got 173 173
University/univers 173 173
files/archive 170 168
platform 162 162
directories/directori 159 159
understand/understand 85 85

Organized/organized 85 85

o | —1

Figure 2: Words frequency.

by the Lemmatized count versus the Normal count. This dispersion diagram
represents a linear regression of the two variables.

TSA Phase 2. Sentiment Analysis

To validate the translation process, it was necessary to design two experi-
ments, in experiment 1, where an automatic translation is applied to the data
in comparison to experiment 2, where a manual translation is performed, the
process performed can be seen in Figure 3.

To do this, once the text was analyzed, we proceeded to look for the most
repeated words in the sentences. We considered a representative sample of
the 100 responses with the highest frequency, of the total population of 710,
which is a valid sample. These words correspond to the 100 words most
representative, the same ones must be mapped to their original sentence since
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Figure 3: Process diagram for automatic translation validation compared to manual
translation.

the original data are used to the process of translation previous to apply the
method Sentiment Analysis.

This research carried out for texts in Spanish as well as similar (Brooke
and Taboada, 2009) has resorted to automatic translation processes, to vali-
date the proposal was considered the verification of the automatic translation
process compared to manual translation estimating that a margin can be
introduced of error in the process.

Table 2 shows the results obtained from the analysis of the most represen-
tative values used for the experiment 1, which corresponds to the automatic
translation, and the experiment 2 corresponding to the manual translation.
The distribution of the elements changes, but the percentage of positive, nega-
tive and neutral does not change in any of the two experiments, which are
maintained with values 11% positive, 17% neutral and 72% negative.

The purpose of these two experiments was to check the accuracy of the
translation performed; the results are shown in Table, where the original
text, the translated text in the automatic form and the manual transla-
ted text of three original phrases taken from the data are presented as
examples.

Polarity values of the sentiment analysis of the manual translation in com-
parison with the automatic translation. As in Phase 1, the Pearson correlation
was applied to the two experiments, and we can conclude that the experi-
ments are statistically equal with a 98.07% correlation, therefore the results
obtained reflect that the error obtained is not significant.

The results obtained reflect negativity, this is understandable given the
nature of the question that allows determining the problems encountered in
the use of virtual classrooms as a tool to support the face-to-face learning
under the mixed modality.

The most frequent comments detected are listed below:

« “Unorganized virtual classroom, difficulty understanding what has to be
done”.
. “Internet quality in the classroom”.
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Table 2. Comparison of manual vs. automatic translation.
Data Automatic Polarity Manual translation Polarity

translation AT M. T.
Aula virtual poco  Unorganized —0,076 loosely organized  —0,076
organizada, virtual classroom, virtual classroom,
dificultad para difficulty to difficulty
entender lo que se  understand what understanding
tiene que hacer has to be done what needs to be

done

Dificultad para Difficulty 0,0 Difficulty -0,125

connecting to the
virtual classroom
problems with

connecting to the
virtual classroom
due to internet

conectarse con el
aula virtual por
problemas con

Internet problems Internet

Dificultad para Difficulty getting 0,40 Difficulty getting 0,2
conseguir computers computers
computadoras available with available with

Internet connection
in college

disponibles con Internet connection
conexion a Internet  at university
en la universidad

. “Difficulty connecting to the virtual classroom due to Internet problems”.
. “Difficulty to get available computers with Internet connection at the
university”.

CONCLUSION

This investigation obtained important results in establishing the base point
of this university selected as a case study, as a reference to the state of the use
of virtual learning platforms pre-pandemic COVID-19 from the perspective
of the students, using methods of Artificial Intelligence.

The Text Mining and Sentiment Analysis (TSA) methodology used Artifi-
cial Intelligence techniques to assess the data of the educational context of
this case study, as well as it was used in other previous investigations with
success, which allowed corroboration its effectiveness.

This research provides results obtained from the student’s perspective
before COVID-19, where some inconveniences were detected based on
the opinion of the students, which reflect problems with didactics and
technology.

The information obtained constitutes valuable input for improving the
instructional design and detecting the need for guidelines for designing, con-
structing, and monitoring virtual learning spaces based on good practices and
techniques.

This problem leads to the need to train teachers on the subject.

Other problems detected by the students are problems inherent to the tech-
nology, considering that the most critical element in the online educational
process is the technological infrastructure.
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As future work, it is intended to continue experimenting with the TSA
methodology to compare these pre-pandemic results with post-pandemic
data to assess the impact of this abrupt transition from face-to-face learning
to online learning.

The awareness on the part of the academic authorities of the importance of
the use of digital media for education as a result of the pandemic we are going
through has become evident. Therefore, optimizing the relevant data offered
by educational platforms is the responsibility of researchers who can provide
relevant information for assertive decision-making to academic authorities,
which will benefit all those involved.
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