
Artificial Intelligence and Social Computing, Vol. 72, 2023, 181–188

https://doi.org/10.54941/ahfe1003286

Lowering the Risk of Bias in AI
Applications
Jj Link, Anne-Elisabeth Krüger, and Helena Dadakou

Fraunhofer IAO, Fraunhofer Institute for Industrial Engineering IAO, Stuttgart, Germany

ABSTRACT

Data is not free of biases, and AI systems that are based on the data are not either. What
can be done to try the best, to minimize the risk of building systems that perpetuate
the biases that exist in society and in data? In our paper we explore the possibilities
along the Human Centered Design Process and in Design Thinking, to lower the risk
of keeping imbalances or gaps in data and models – marking and discussing relevant
checkpoints along the process, which are prone to bias. But looking at the design pro-
cess is not enough: Decision makers, development team and design team, respectively
their composition and awareness towards risks of discrimination and their decisions
in involving potential users and non-users, collecting data and testing the application
also play a major role in trying to implement systems with the least biases possible.
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INTRODUCTION

Data Assets and Technology are not neutral. They reflect the situated kno-
wledge we inscribe into them, our perspectives and biases. Especially AI
Applications that rely heavily on data. But what can we do, to lower the
risk of biases in AI Applications?

Having started with a workshop held in November 2021 at World
Usability Day and repeated about a year later, we explore the design deci-
sions being made along the development process of an application, and try
to find checkpoints, for what would be good premises for these decisions.

Knowledge and Bias

How is it possible that biases, prejudice and inequalities are being reinfo-
rced by or reiterated in technology? The main aspects that may contribute
to potentially discriminating systems are data containing biases, prejudice or
gaps of ignorance, and the human factor of the persons involved in design
and development. As a third area, which contains potential for positive or
negative contribution to biases are the methods being used in the design
process.

Data and technology are forms in which human beings store and transport
knowledge. The myth of objectivity and neutrality of math and data still exi-
sts in science and economy, although since about 35 years the concept of

© 2023. Published by AHFE Open Access. All rights reserved. 181

https://doi.org/10.54941/ahfe1003286


182 Link et al.

‘situated knowledge’ has been around (Haraway, 1988). Emphasizing, that
there is a link of any knowledge to its respective context and to the perspecti-
ves on the world of the persons building it (the knowledge), it is clear, that all
the structured and non-structured data the current AI (Artificial Intelligence)
or ML (Machine Learning) Systems access, is also not free of context. And
being man (and sometimes woman) made - thus not free from biases.

In discussing the basics of diversity and discrimination we stress the impor-
tance of an anti-discriminatory attitude. Discrimination can be directed
towards a variety of factors or diversity features. These can be categorized
into inner, outer and organizational dimensions of diversity (Gardenswatz
and Rowe, 1995). While direct and open discrimination is visible, indirect,
structural and institutional discrimination is often overseen. An intersectio-
nal perspective as mentioned by (Crenshaw, 1989) helps to understand how
multiple vulnerabilities interact or more than add up.

In this paper we aremainly looking at theHumanCentered Design Process,
which in theory already contains some good possibilities to make sensible
decisions with an awareness for diversity and in an anti-discriminatory atti-
tude: Involving the (potential) users is an effective way of making sure, the
system meets their requirements and needs. But there are compromises to be
made: Time and money are scarce. So, there are limits to communication
with users, to testing and having iterations in the process. And of course, the
knowledge and experience of the persons acting matters.

While the Human-Centered Design Process itself is a standardized model
aiming to include the users‘ (psychological) needs in the best way possible, it
can be argued, that some of the methods used along the way may be prone
to containing biases and stereotypes, as for the Persona Method (Marsden,
2014), the risk of systems inheriting biases in data and subjective ratings
(Stern 2022) or from prior systems design.

For the Design Thinking Process which is also closely linked to tools and
methods of design (e.g., Empathy Maps), there are several papers and arti-
cles discussing the potential effects of biases. Pervall (2022) and Banerjee
(2018) both discuss several unconscious bias effects, that may influence the
design process and how to counter act, mentioning for example the method of
Assumption Mapping for Perceptual Bias and planning on enough Resources
as a counter measure to Omission Bias.

Lee (2022) suggests using the method of Liberatory Design (Anaissie,
2021) as a variant of Design Thinking, to escape some of the threats. Here,
the Power Dynamics between designers and users are mentioned, which we
argue go along with a sense of responsibility on the importance of the work
done by the design team. Furthermore, Liberatory Design asks for the practise
self-reflection and self-awareness: This can be done by studying questions
preventing discrimination to be asked during the process for better succeeding
in a more inclusive and equitable design.

EXPLORING THE RISKS OF BIAS IN THE DESIGN PROCESS

Based on findings of desk research, experience and observation (two online
workshops with usability professionals) in the field of human-centred design,
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Figure 1: At many points in the development process there are design decisions being
made. D1-D9 mark the checkpoints, which may heavily influence the potential of bias
in an AI application.

we identified the following vital points D1-D9 along the Human-Centred
Design Process (ISO 2019) (see Figure 1, rectangular boxes), respectively
Design Thinking Process (see Figure 1, hexagonal boxes), at which impor-
tant decisions regarding discrimination and bias towards AI applications can
be made. As recently Design Thinking has become more and more popular
in a corporate context, we have mapped the steps of the Human-Centered
Design Process to the steps of the Design Thinking Process according to
Burghardt (2011).

Each of the checkpoints we have found in our work, in workshops and the
following research is marked by a point labelled with D1-9. This list may not
be exhaustive, but it contains the relevant points we found until now.

For an easy overview the points are listed here and briefly described. The
individual checkpoints are described in detail afterwards.
1. Data Assets
2. Composition of the Team
3. Awareness / Anti-Discriminatory Attitude
4. Project Scope
5. Functionality
6. Knowing Vulnerabilities / Risks of Discrimination
7. Feedback Mechanisms / Error Routines
8. User Participation
9. Testing with an Adequate Base.
The first big limitations to the scope of a project are being made quite at the
beginning: What will it be, for whom, what is the goal? (D4). What data is
being used? (D1). Who decides and who implements? (D2). At this point it
gets obvious, that the knowledge from education and from experience in the
team is crucial for the scope of aspects that will be considered (D3). These
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first definitions early in the project influence also the first definition of functi-
onalities, on which the further requirements analysis might be based (D5).
Later in the process, when user requirements are specified – the knowledge on
vulnerable groups and various risks of discrimination is important. (D6). A
sensitivity towards those aspects can be achieved by having a diverse compo-
sition of team members, accompanied by specific education regarding those
topics. Thinking of feedback mechanisms and error routines will ensure that
users can report on faulty behaviour of systems or make the systems fail
gracefully(D7). Involving the right number of users is another key to good
coverage of the target group in the ideation process (D8). And finally testing
with a basis that is broad enough will make sure, traps are avoided (D9).

Data Assets (D1)

The importance of the structure and quality of data for learning systems has
been widely recognized during the last few years (D1), and the words of
‘crap in, crap out’ is a frequently cited phrase in many projects. But the full
number of imbalances that may exist in data is still being explored. Countless
examples of poorly functioning systems have been documented and made
available to a general public and to a professional audience. One of the
most famous examples on social media being a discriminating soap dispense
(Afigbo, 2017), many books appeared (Criado-Perez, 2019), (Orwat, 2019),
and the studies of Joy Buolamwini make up a big part of the documentary
‘Coded Bias’ (Boulamwini, 2021). The biases refer to several different cha-
racteristics, race and gender being amongst the more obvious examples. The
not so obvious parts of less visible and less direct discrimination risks are not
less evil. So, is it ‘bias in, bias out’?

The good news is, that if we are aware of the lacks in our data, we can try to
fix this, and not only have the coded bias in our applications, but also code
the countermeasures. For example, Wang (2022) line out in their research
that it is not only important which characteristics and data are covered in
a system, but also what is the granularity that is used. Schiebinger (2021)
suggests fairness evaluations of models in Machine Learning and gives advice
on the sub-categories of machine learning. There is still research needed on
this topic, but what is maybe more important is spreading the knowledge that
is already there.

Composition of the Team (D2), Anti-Discriminatory Attitude (D3),
Knowing Risks of Bias and Discrimination (D6)

A general lack of awareness and knowledge on biases and the mechanisms of
discrimination that is present in society in general may also show up when we
look at the persons working on a project (D2). Of course, there are excepti-
ons, but statistically the persons involved in an AI- orML-project in Germany,
where our observations were made, will be predominantly male, predomi-
nantly white, and most of them with an academic grade. Studies show that a
similar distribution is likely to be found all over the word (West 2019). Often
these factors also bring with them, that these persons involved have a good
and regular income, have a good health and have few barriers to reading and
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writing, are accustomed to a life with much technology and have good access
to information.

In short, the persons in such a project team often are privileged in various
ways, and not all of them are aware of this. Although it is often a mixed team
consisting of a project lead, developers, usability or user-experience professi-
onals, graphic and interaction designers and the purchasers, the group is still
quite homogenic in the ways described above.

Generally, in a development team, but in homogenic teams even more,
there’s danger of implementing via the ‘I-Methodology’ (Oudshoorn, 2004),
meaning that people assume that the later users will think and act like them-
selves, and that developing a product that works for them will also work
for everybody else. Awareness of the existence of this tendency and trying to
follow methods to involve users will help not to fall for this.

Additionally, for overcoming the homogeneity in the team, it is a good idea
to try to compose the project team in a manner that is a diverse as possible.
This reaches out until the hiring policy of the companies involved and the
company culture. Composing a heterogenic team that unites people with dif-
ferent perspectives gives the chance that from a variety of possible solutions
or combining them a better solution may come up than in a homogenic team.

Another component that is beneficial for the team is general the awareness
(D3) the team has for diversity questions and the risk of bias. Basis for a
critical attitude towards discrimination is also to know about the risks and
mechanisms of discrimination to be able to perceive them, to recognize them
and to act on them (D6), the trifold of perception, attitude and action is
laid out in (Kinder, 2020). Acting requires background knowledge on the
context of the users and empathy. An Empathy Map – a canvas to design a
persona, like mentioned earlier, may be a good tool if valid assumptions are
being made, while it may stay superficial when people act without a good
foundation. Some misconceptions in this phase may be corrected by a well
conducted testing procedure (D9), but it is better and probably cheaper to
prevent this from the start.

Project Scope (D4) and Functionality (D5)

How important the composition of the project team is, is also obvious when
thinking about how the decision for the project is being made: Who decides,
that it is worth to invest time andmoney in the problem that should be solved?
Whom will the project be developed for? For whom not? And what is the
purpose of the project in general?

Asking these questions at early stages is beneficial for making sure that the
project meets its purpose. To help remember those question which in German
are called ‘W-Fragen’, corresponding to ‘Wh-questions’ in English we will
mention here that they are part of the famous title song of the children’s
show of Sesame Street, underlining that is an elementary thing to stay open
and curious to the world around you and ask the questions again and again.
A very important question is also ‘Who not?’ – ‘Who ist not here?’ or ‘Who
are not the persons we design this for and why?’ More on the ‘Wh-questions’,
and how exclusions and inclusions in the target group and the general scope
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is described in (Kinder, 2020). This is relevant when defining the functions of
the solution to be developed on a macro and micro level. User Research by a
team which is aware of the pitfalls around deciding to fast, will help to build
a requirements analysis and a comprehensive idea on the groups of users and
the non-users on a stable basis.

Feedback Mechanisms (D7) and Error Routines (D7)

A very good question while developing a system, especially a learning system,
is to ask: ‘How can I tell the system that I was not satisfied with the outcome
of my interaction?’ We asked this question in our workshop, and amongst
the solutions the participants came up with there were suggestions that stayed
within the context of use, like for example providing feedback on a feature
within the same interface, and suggestions that used different ways like calling
the customer service or posting a video of the non-working solution on social
media. If it can be foreseen that a feature may have difficulties it is wise to
provide a channel for feedback.

Andwhile ideally errors should be prevented or be easily undoable (Nielsen
1994), there is a certain chance that even if you plan for the worst ‘What could
possibly go wrong?’. User participation and testing with a lot of attention for
any kind of irritation will help (D7). In many cases a lack of time and money
and maybe pessimism will prevent the development team from fully diving
into the possibilities here. But the chance of developing learning systems is a
good opportunity to think about new possibilities at this point.

User Participation (D8) and Adequate Testing Base (D9)

Involving a good number and a representative part of users into the
(co-)creation process will help to come up with good design solutions (D8).
Pitfalls here may lie in the selection or self-selection of users. This also applies
for the tests (D9). Here again there’s a good ‘W-question’ to ask: ‘Who is not
here? Why?’ Will the way we set up the co-creation or testing phase exclude
a group that is relevant? By not inviting them, by maybe only providing time
slots, that persons who take care of children are unlikely to be available, by
not presenting our ad to people outside our own bubble or a big part of our
target group being just too busy by earning their living to take part. The
place where we conduct this creative or testing process will produce exclusi-
ons and inclusion and the language we write in. From our experience we can
say: Going to where your users are is always a good idea.

CONCLUSION

The project definition (D4) and finding funding for an AI or ML project rel-
ying on data (D1) that may or may not be biased are the first steps, where
relevant decisions are being made. Getting a team (D2) that brings together
various perspectives (D6) early in the design process is helpful with choosing
from or prioritizing several ideas, as well as it is important for setting up the
plan for implementation and functionality (D5). Ideas like gender budgeting
or other quota may help to make sure the perspectives of marginalized groups
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are considered in an appropriate way. It is obvious that persons with a hei-
ghtened awareness (D3) will be able to understand the context of use more
easily find the right vocabulary to describe their findings. People who do not
share the experience of being discriminated against may have a harder time
in recognizing vulnerabilities and keeping them in mind in latter phases, like
when thinking about what could go wrong (D7). Inviting the right persons
to share their visions and needs (D8) and to bring usability and user experie-
nce issues to the surface while testing (D9) are vital points when developing
systems that seem to operate ‘only on objective data’.

We hope to provide an accessible and graspable way for usability and
user experience professionals and any other person involved in developing
data-based systems. Although the depiction of the Human-Centered Design
Process and the Design Thinking Process and our checkpoints in one image
(Figure 1) is quite a lot in one place – and that’s still without having marked
all the methods that may be used. But it may be a good canvas to put up next
to your desk. To remind you and your fellow members of the project team of
learning (perceiving and developing an attitude) and acting on the complexity
of interactions and the diversity in human beings in a compact way.
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