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ABSTRACT

Efficient evaluation of dialogue agents is a major problem in conversational Al, with
current research still relying largely on human studies for method validation. Recently,
there has been a trend toward the use of automatic self-play and bot-bot evaluation
as an approximation for human ratings of conversational systems. Such methods pro-
mise to alleviate the time and financial costs associated with human evaluation, and
current proposed methods show moderate to strong correlation with human judge-
ments. In this study, we further investigate the fitness of end-to-end self-play and
bot-bot interaction for dialogue system evaluation. Specifically, we perform a human
study to confirm self-play evaluations of a recently proposed agent that implements a
GPT-2 based response generator on the Persuasion For Good charity solicitation task.
This agent leverages Progression Function (PF) models to predict the evolving accepta-
bility of an ongoing dialogue and uses dialogue rollouts to proactively simulate how
candidate responses may impact the future success of the conversation. The agent was
evaluated in an automatic self-play setting, using automatic metrics to estimate senti-
ment and intent to donate in each simulated dialogue. This evaluation indicated that
sentiment and intent to donate were higher (p < 0.05) across dialogues involving the
progression-aware agents with rollouts, compared to a baseline agent with no rollout-
based planning mechanism. To validate the use of self-play in this setting, we follow up
by conducting a human evaluation of this same agent on a range of factors including
convincingness, aggression, competence, confidence, friendliness, and task utility on
the same Persuasion For Good solicitation task. Results show that human users agree
with previously reported automatic self-play results with respect to agent sentiment,
specifically showing improvement in friendliness and confidence in the experimen-
tal condition; however, we also discover that for the same agent, humans reported a
lower desire to use it in the future compared to the baseline. We perform a qualitative
sentiment analysis of participant feedback to explore possible reasons for this, and
discuss implications for self-play and bot-bot interaction as a general framework for
evaluating conversational systems.
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INTRODUCTION

Efficient evaluation of dialogue agents is a major problem in conversational
Al, with current research still relying largely on human studies for method
validation. Recently, there has been a trend toward the use of automatic
self-play and bot-bot evaluation as an approximation for human ratings
of conversational systems (shown in Figure 1). Such methods promise to
alleviate the time and financial costs associated with interactive human-bot
evaluation, and current proposed methods

(see Related Work section) show moderate to strong correlation with
human judgements. Our goal in this study is to further confirm the fitness
of the general self-play framework for dialogue system evaluation, focusing
on both social and goal-oriented aspects. To do so, we investigate if humans
interacting with the charity solicitation agent from Sanders et al. (2022)
report findings that agree with their earlier self-play results obtained with
no human involvement. This agent implements a DialoGPT (Zhang et al.,
2020) response generator fine-tuned on the Persuasion For Good (Wang et al.,
2019) charity solicitation task dataset, where the agent’s goal is to convince its
user to make a small donation to an international charity. Sanders et al. evalu-
ate their agent using an end-to-end automatic self-play framework where the
agent models its own role and also that of the user while completing dialogues
without human participation. Under this framework, the agent is reported
to achieve better performance in both sentiment and task-completion when
equipped with a progression function (PF) model that allows it to plan ahead
via dialogue rollouts (Lewis et al., 2017) when considering different response
options.

In this study, we aim to determine if human evaluators also conclude that
the rollout-equipped agent is more successful at the solicitation task than
the baseline. We conduct a between-group human-subjects experiment in
which participants interact with either the rollout-equipped agent or the
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Figure 1: Types of interactive evaluation for dialogue systems. Left: in human-bot
evaluation, a human participant converses with a bot and then rates their experience
by a set of criteria (e.g., fluency, knowledgeability, etc.); Middle: in bot-bot evaluation,
two bots converse with each other and the transcript is rated by third party humans or
automatic metrics that approximate the evaluation criteria; Right: self-play evaluation
is a special case of bot-bot evaluation where the bot converses with itself instead of
another bot.
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baseline agent in the original configurations previously used for self-play.
Each participant chats with their respective agent, which attempts to soli-
cit a donation to charity from them. The conversation is then followed by a
survey in which the participant rates the agent on a variety of social and goal-
related competencies (e.g., friendliness, confidence, convincingness, imparted
desire to donate). We perform statistical analysis to establish any differences
between the groups and discuss how the results relate to the earlier self-play
conclusions.

RELATED WORK

Self-play and bot-bot interaction has been previously explored in dialogue
settings for reinforcement learning (e.g., Li et al., 2016; Lewis et al., 2017)
and evaluation, which is what we will discuss further here. Both tasks rely on
self-play and bot-bot interaction approximating human-bot interaction well.

Most relevant to our study are those works that use self-play or bot-bot
interaction for evaluation. These approaches fall into two categories: end-to-
end and hybrid. End-to-end methods (Ghandeharioun et al., 2019; Deriu &
Cieliebak, 2019; Sanders et al., 2022) combine self-play or bot-bot intera-
ction with learned or algorithmic metrics to provide a completely automatic
evaluation procedure, while hybrid approaches (Li et al., 2019; Deriu et al.,
2020) use them to generate conversations only, which human raters must
later evaluate.

We are particularly interested in the viability of end-to-end approaches
since these are the most accessible and scalable. Ghandeharioun et al. (2019)
combine a set of automatic sentiment, semantic, and engagement metrics into
a single learned composite metric, and use it to measure six open-domain
agents in self-play. They report a strong correlation (r > 0.7, p < 0.05)
with interactive human evaluation of the same agents across five Likert-scale
questions measuring quality, fluency, diversity, contingency, and empathy.
Similarly, Deriu & Cieliebak (2019) propose the AutoJudge method which
learns a metric to approximate human response quality judgement, which
is then applied to automatically rank five open-domain agents in self-play.
They report moderate correlation (r = 0.573) between AutoJudge ratings and
human ratings of the same self-play dialogues collected by crowdsourcing.
Sanders et al. (2022) also train a learned metric, the Progression Function
(PF), to approximate the “acceptability score” of a dialogue. This is a com-
posite metric which combines social and goal-oriented metrics by the degree
to which they correlate with task success. Two agents are ranked in self-play
(DialoGPT with and without a PF-based lookahead planning mechanism).
They report a moderate correlation (r = 0.48) between PF scoring and human
judgement at the utterance level on ground-truth dialogues and report a
positive effect of the planning mechanism on sentiment and goal comple-
tion as measured by self-play, but do not report any interactive human-bot
evaluation.

This last part is what we address in this study to further confirm the
integrity of self-play for general dialogue system evaluation. Unlike the open-
domain chit-chat tasks seen in the other self-play and bot-bot evaluations
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referenced here, success at the Persuasion For Good task requires a balance
of social skills (e.g., friendliness) and goal-awareness (e.g., persuading the
user to donate), and it remains unseen how effectively an automated intera-
ctive evaluation can capture (and enforce) the need for such a trade-off of
conversational skills.

EVALUATION

To evaluate the effectiveness of the agents in the social and goal-oriented
aspects of the Persuasion For Good charity solicitation task, we designed an
empirical study to measure users’ opinions in response to interacting with the
chatbot.

EXPERIMENT DESIGN

We used a between-group design with two groups. Both groups conversed
with the DialoGPT agent fine-tuned on Persuasion For Good. Following the
self-play setup in Sanders et al. (2022), the experimental group conversed
with a version of this agent equipped with the RoBERTa-large-adapted pro-
gression model and the 2x2x3 rollout configuration, where the look-ahead
planning mechanism considers 2 response candidates, 2 rollouts per candi-
date, and 3 utterances per rollout (shown in Figure 2). The control group
conversed with the same agent minus the progression model and rollouts,
which is just vanilla DialoGPT fine-tuned on Persuasion For Good. The subje-
cts did not know which group they were in, and the experimental procedures
were exactly the same for them.

Subjects

We recruited 30 subjects from the student population at Rensselaer
Polytechnic Institute, including both undergraduate and graduate students.
15 were assigned to the experimental group and 15 to the control group.
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Figure 2: The look-ahead planning mechanism based on dialogue rollouts, from San-
ders et al. (2022). Left: At each turn the agent generates N simulated turns into the
future s times, for each of ¢ candidate responses. Shown here, ¢ = 2, s = 2, and
N = 3, which is referred to as a 2x2x3 rollout configuration. Right: The candidate lea-
ding to the best average simulated future outcome as ranked by a progression (PF)
model is selected.
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All participants were between 18-30 years old except for one in the expe-
rimental group who was between 30-40 years old. Twelve subjects in the
control group identified as male and two as female, while nine subjects in the
experimental group identified as male, three as female, two as other, and one
preferred not to specify. All participants identified as digitally literate on a
5-point scale, with average digital literacy self-rating of 4.733 (& 0.458) for
the control group and 4.467 (£ 0.640) for the experimental group. All parti-
cipants report having past experience with chatbots, also on a 5-point scale,
with averages of self-rated experience level 3.867 (£ 0.915) for the control
group and 4.333 (£ 0.488) for the treatment group. Finally, the most frequent
type of past chatbot experience in both groups were personal assistants (e.g.,
Siri, Alexa) and online customer care chatbots. The average self-reported level
of satisfaction with past chatbots, also on the same scale, is 3.467 (£ 0.834)
for the control group and 3.133 (£ 0.915) for the experimental group. Par-
ticipants were compensated with a $5 Amazon gift card on completing the
study.

METHODS

The study was conducted over the internet. The participants were given a
link to a questionnaire without any requirement to login. The first part of
the form contained a description of the study and a pre-questionnaire. Par-
ticipants needed to check a box to indicate their consent to participate and
finish the pre-questionnaire to be ready to proceed with the study. The full
questionnaires are provided in Tables 4 & 5 in the appendix.

Participants were then directed to a link that would bring them to the
chatbot. They were instructed to talk with the chatbot via text for a
minimum of 5 turns. A minimum of 5 and maximum of 15 turns were
enforced, and no other information about the nature of the task was pro-
vided. During the chat, responses were generated by each agent using
the same decoding hyperparameters used for self-play in Sanders et al.
(2022) (beam sampling with num_beams = 6, top_k = 50, top_p = 0.95,
and temperature=1.5 + 0.002 x T, where T is the length of the dialogue
history). Participants were free to leave the chat at any time. If a partici-
pant did so, they were able to resume their conversation later. When finished
interacting with the chatbot, participants were directed back to the survey
section to answer additional questions in a post-questionnaire, after which
their session would end.

RESULTS AND DISCUSSION

Our experiment yielded 30 vectors of 19 Likert-scale ratings (1-5; 0 indica-
ting non-response) from the post-questionnaire - 15 for the control group
and 15 for the experimental group.

Outlier Detection

Due to the small sample size of our study, we wanted to ensure that our results
were robust to the presence of outliers in the responses. Instead of trimming
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Figure 3: GLOSH outlier score distribution for the control group with no rollouts (Left)
and experimental group with the 2x2x3 rollout configuration (Right).

outlying responses at the question level, we applied GLOSH (Campello et al.,
2015) a multivariate outlier detection algorithm based on HDBSCAN cluste-
ring (Campello et al., 2013; Mclnnes and Healy, 2017) to identify entire
questionnaires that were likely to contain outlying responses across all que-
stions. By using this approach, we allow responses at rare extremes for any
individual question to be included in our analysis if most other responses
in the same questionnaire lie in the typical range for the group. As shown
in Figure 3, we compute GLOSH outlier likelihood scores for the 15 post-
questionnaire vectors in the control and experimental groups independently
and eliminate any questionnaire that falls above the 95% quantile of scores
for its group. This process eliminates N = 1 subject from the control group
and N = 1 subject from the experimental group, leaving N = 14 remaining
subjects in each group for our analysis.

Statistical Analysis

Of the 19 Likert-scale post-survey questions, the first two relate to goal
attainment, measuring whether the user might donate in the future and felt
increased desire to donate as a result of the conversation. The next five que-
stions relate to social aspects of the conversation relating to the persuader
role, measuring whether the user felt the agent was worthy of using again,
and whether it was convincing, pressuring, dishonest, and able to relate to
the user’s moral beliefs. Then, the following seven questions relate to general
social skills, measuring whether the user felt the agent was competent, confi-
dent, efficient, intelligent, friendly, well intentioned, and trustworthy. Finally,
the last five questions relate to overall conversational quality, measuring whe-
ther the user felt the agent gave fluent, consistent, knowledgeable responses
that were high-quality, and whether the user felt the agent was adequately
responsive. The response distributions for both the control and experimental
groups are shown in Figure 4.

To measure differences in response distribution between groups for each
question, we collapse responses from a five-point Likert scale to a three-point
scale and perform a one-sided unpaired t-test for each question. This tests
whether the experimental group mean response is greater than or less than
that of the control group, where the direction depends on whether the que-
stion is a “higher-is-better” or a “lower-is-better” metric. Before running each
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Figure 4: Response distributions for the 19 Likert-scale post-survey questions in the
control group with no rollouts (Blue) and the experimental group with the 2x2x3 rollout
configuration (Orange). Diamonds indicate outlying values (beyond the range of 1.5 x
IQR) and flat boxes indicate where most responses for a question within the group
are identical.

t-test, we use an F-test to check for equal variances between groups. For que-
stions where the F-statistic p-value < 0.05 we use the unequal variances t-test
and use the equal variances t-test for all others. Results of the t-tests are
shown in Table 1, where we see differences for the questions relating to whe-
ther the user felt the agent was: (1) worthy of using again, (2) confident, (3)
friendly, and (4) responsive. These differences are all significant at p < 0.05
except for (2) confident, which is on the threshold at p = 0.05.

We observe that users in the experimental group with the 2x2x3 rollout
configuration found the agent to be friendlier and more confident, agreeing
with the previously reported self-play finding that rollouts led the agent to
select responses with higher sentiment. We also see that users in that group
found the agent to be less responsive, which is expected due to the additional
computation involved in rollouts (5-10 seconds per response). However, we
also observe a seemingly contradictory result: users in the experimental group
reported less desire to use the agent again, despite rating the agent to be
friendlier and more confident.

Table 1. Questions with difference in mean below (*) or at (1) the 5% significance
threshold. Test direction (>) indicates experimental group mean is greater than
control group mean.

Question t-test p-val. (direction)
Would you use the chatbot again? 0.015 (<) *
To what extent do you think the chatbot is confident? 0.050 (>) t
To what extent do you think the chatbot is friendly? 0.036 (>) *

Had good response speed? <0.01 (<) *
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Participant Feedback Analysis

To help understand why users in the experimental group reported less desire
to use the agent despite finding it friendlier and more confident, we analyze
the opinion feedback that each participant was asked to provide in the post-
questionnaire. We look at: (a) what feedback corresponds with the lowest
ratings for the question “Would you use the chatbot again?” in each group,
and (b) what feedback has the lowest sentiment in each group. To measure
sentiment we use a publicly available RoBERTa (Liu et al., 2019) model fine-
tuned on the sentiment classification task of the TweetEval (Barbieri et al.,
2020) benchmark. Following Sanders et al. (2022) we combine sentiment
class probabilities (negative, neutral, positive) for each opinion to a con-
tinuous value in the range [—1, 1]. We find that the average sentiment of
experimental group opinions is lower and varies less than those of the con-
trol group (-0.477 £ 0.324 and -0.358 & 0.517 respectively), which aligns
with the lower reported desire to use the agent again. Table 2 shows the opi-
nions in each group with the lowest rating (a score of 1) for the question
“Would you use the chatbot again?” and Table 3 shows those for each group
with the lowest sentiment.

Table 2. Opinions provided by participants who scored 1/5 for the question “Would you
use the chatbot again?” in each group.

Group Opinion

Control It really doesn’t back down from a “no”

2x2x3 Most of the information was superficial, which makes sense for imitating
conversation. I think it tends to repeat itself, and its grammar needs
improvement.

2x2x3 The chatbot talked in circles a lot, and its answers to my questions were vaguer

than expected.

Table 3. The three opinions with the lowest sentiment scores in each group, along with
the score given for the question “Would you use the chatbot again?” (shown

as UA).
Group  Opinion sent UA
Control it was incredibly shallow. —0.958 2/5
Control It’s transition into pitching me the charity was forced and it often  —0.867 2/5

refused to answer my questions, causing me to lose interest in
what it was saying.

Control  Respond not well when I answer “no” to “have you donated —0.806 4/5
before”

2x2x3  Annoying —0.854 2/5

2x2x3 It gave short responses to what I said but didn’t have much to —0.803 2/5

contribute to the conversation, and tried to end the exchange
with a “have a good one!” only a few turns after we started
talking. If it were a person I would have been kind of annoyed.
2x2x3 I think I have the feeling that the chatbot was trying to force the —0.744 2/5
conversation into the direction of charity and donation, and it
was awkward sometimes. Moreover, what says by the chatbot
was inconsistent among different turns.
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We observe that the three most common themes in these opinions corre-
sponding to the lowest sentiments and desire to use the agent again are: (1)
generation quality issues such as repetitive and inconsistent responses (shown
in purple); (2) giving unsatisfactory or vague answers to questions about the
charity (shown in blue); and (3) being too aggressive in soliciting for donati-
ons (shown in red). These themes appear in the opinions shown for both the
control and experimental groups.

Discussion & Future Direction

Most of the concerns around generation quality and vagueness are not sur-
prising and can be attributed to use of a small language model (DialoGPT).
However, the concerns around the agent being aggressive in solicitation are
interesting - in a negotiation dialogue task, Lewis et al. (2017) reported that
goal-directed agents equipped with rollouts and/or reinforcement learning
negotiate harder and are less likely to settle on a deal, causing human parti-
cipants in their experiments to walk away without an agreement more often
than they did when negotiating with baseline agents. However, they observed
the opposite effect when their goal-directed agents engaged in self-play: here,
negotiations between goal-directed and baseline ablations without rollouts
or reinforcement learning had higher agreement ratings than negotiations
between two instances of the baseline agent.

Similarly, it may be possible in our study that the experimental agent tends
to solicit more aggressively than agents in the control group, frustrating par-
ticipants and turning them off from future use. We see evidence for this trend
in the opinion analysis, but failed to find a statistically significant difference
between groups in the questions relating to feeling pressured or feeling that
the agent was well intentioned, dishonest, or trustworthy. To investigate if
this is the case, a larger or perhaps more targeted study could be done in
which we ask participants more specific questions about their perception of
aggressive tactics.

CONCLUSION

We conducted an interactive human-bot study of a charity solicitation agent
and investigated how well the results agree with previously published self-
play evaluations of the same agent. Our study found increases in ratings of
friendliness and confidence in the experimental group that interacted with the
goal-directed version of the agent, aligning with increases in sentiment repor-
ted for the same agent in self-play. However, we also found that the same
human participants interacting with the experimental agent reported lower
desire to use the agent in the future, suggesting a misalignment between the
reactions of human users and self-play agents when playing the user role. We
followed up with a qualitative sentiment analysis of negative participant opi-
nions, discovering that over-aggression could be a potential factor influencing
poor human experiences interacting with the agent, which has been shown
in prior literature to have the opposite effect on the success of autonomous
agents engaging in self-play. Overall, our results suggest that before applying
self-play or bot-bot interaction to evaluate a dialogue system, it is important
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to verify alignment between agent and human reaction to violation of beh-
avioural expectation specific to the task and domain at hand. Our analysis
code is available at https://github.rpi.edu/LACAI/dialogue-human-eval.

APPENDIX

Table 4. Questions in the pre-questionnaire.

Question Question Type
What is your age? Categorical

What is your gender? Categorical

Which of the following describes your race/ethnicity? Categorical

What is the highest level of school you have completed or the Categorical

highest degree you have received?

I have a good understanding about Computers/Internet Likert scale (5 point)
I have experience using an automated chatbot. Likert scale (5 point)
My previous experience with a chatbot has been good. Likert scale (5 point)
Where have you encountered a chatbot before? Categorical

Table 5. Likert-scale questions in the post-questionnaire (5 point).

Question Question
Are you going to donate to this ~ The chatbot is competent. The chatbot was fluent.
charity in the future?
My desire to donate has grown  The chatbot is confident. The chatbot generated
as a result of my dialogue with good quality of text.
the chatbot.
Would you use the chatbot The chatbot is efficient. The chatbot was
again? consistent.
The chatbot is convincing. The chatbot is intelligent. The chatbot had good
response speed.
The chatbot tried to pressure me. The chatbot is friendly. The chatbot provided
valuable information.
The chatbot was dishonest. The chatbot is
well-intentioned.
The chatbot connected to my The chatbot is trustworthy.
beliefs about fundamental right
and wrong.
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