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ABSTRACT

In this era of the Fourth Industrial Revolution, increasingly autonomous and intelligent
artificial agents become more integrated into our daily lives. As such, these agents
can conduct independent tasks within a teaming setting, while also becoming more
socially invested in the team space. While ample human-teaming theories help under-
stand, explain, and predict the outcome of team endeavors, such theories are not yet
existent for human-agent teaming. Furthermore, the development and evaluations of
agents are constantly evolving. As a result, many developers utilize their own test
plans and their own measures making it difficult to compare findings across agent
developers. Many agent developers looking to capture human-team behaviors may
not sufficiently understand the benefits of specific team processes and the challenges
of measuring these constructs. Ineffective team scenarios and measures could lead to
unrepresentative training datasets, prolonged agent development timelines, and less
effective agent predictions. With the appropriate measures and conditions, an agent
would be able to determine deficits in team processes early enough to intervene during
performance. This paper is a step in the direction toward the formulation of a theory
of human-agent teaming, wherein we conducted a literature review of team processes
that are measurable in order to predict team performance and outcomes. The frame-
works presented leverage multiple teaming frameworks such as Marks et al.’s (2001)
team process model, the IMOI model (Ilgen, 20005), Salas et al.’s big five model (2005)
as well as more modern frameworks on human agent teaming such as Carter-Browne
et al. (2021). Specific constructs and measures within the “input” and “process” sta-
ges of these models were pulled and then searched within the team’s literature to find
specific measurements of team processes. However, the measures are only half of
the requirement for an effective team-testing scenario. Teams that are given unlimited
amount of time should all complete a task, but only the most effective coordinative
and communicative teams can do so in a time efficient manner. As a result, we also
identified experimental manipulations that have shown to cause effects in team pro-
cesses. This paper aims to present the measurement and manipulation frameworks
developed under a DARPA effort along with the benefits and costs associated with
each measurement and manipulation category.
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INTRODUCTION

Intelligent agents are software agents with autonomous and intelligent capa-
bilities (Russell &Norvig, 2009). These agents can be embodied (e.g., Boston
Dynamics’ ATLAS robot), or disembodied (e.g., Siri). Altogether, these capa-
bilities allow artificial intelligence (AI) agents affordances like never before.
In this era of the Fourth Industrial Revolution, technology is said to merge
with humans (Schwab, 2017), and indeed, intelligent technologies like Siri
or smart homes are commonplace. In this merge, agents may serve different
roles. For example, AI can be a tool that is used by humans, a teammate that
collaborates with us, or a decision aid or advisor to the human. The required
capabilities of AI therefore differ given the context in relation to humans.
Although this notion sounds common sense, the reality is that rigorous sci-
entific understanding of human-agent teaming (HAT) is wanting, and agents
are developed and implemented without the ability to understand and pre-
dict the effects. This paper is a step toward the formulation of a HAT theory
with the development of frameworks around team processes. These frame-
works scope the potential HAT-relevant constructs and manipulations, that
could be measured by AI while predicting performance and outcomes, with
a foundation in well-known models of teamwork.

MODELS OF TEAMWORK

Marks et al.’s Team Process Model

Team processes are central in the I-P-O models that dominated early theore-
tical models of teaming (e.g., McGrath, 1964). Marks et al. (2001, p. 357)
defined team processes as “members’ interdependent acts that convert inputs
to outcomes through cognitive, verbal, and behavioral activities directed tow-
ard organizing taskwork to achieve collective goals.” Through a review of the
literature, the authors integrated the concept of episodes as temporal units of
teaming (Mathieu & Button, 1992) into a recurring phase model that typifies
such episodes as either action phases (in which teams engage in taskwork tow-
ards directly accomplishing team goals), or transition phases (in which teams
reflect evaluate past action phases or plan for succeeding ones). The model
identifies three major categories of team processes, depending onwhich phase
they are more likely to occur: (1) action processes (i.e., progress monitoring,
systems monitoring, team monitoring and backup behavior, and coordina-
tion); (2) transition processes (i.e., general mission analysis, formulation,
planning, goal specification, and strategy formulation), and; (3) interperso-
nal processes (i.e., conflict management, motivation and confidence building,
and affect management). Action and transition processes are more likely to
occur in their corresponding phases, and interpersonal processes occur all
throughout both types of phases.

Space constraints preclude an in-depth discussion of each category of
team processes identified by Marks et al. (2001). Aside from their taxo-
nomical framework, however, we note that this model was also among the
first to distinguish team processes from team emergent states (i.e., the dyna-
mic collective states of a team as they engage in team- and individual-level
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activities, such as cohesion and situation awareness). This distinction has
since influenced the development of temporal and interaction-based measu-
res and manipulations of emergent team cognitive states (e.g., Cooke et al.,
2013) described in this paper.

IMOI Model

In combining McGrath’s, (1964) I-P-O model of teamwork with Marks and
colleagues’ (2001) model of team processes, team processes can be under-
stood as how a team takes inputs and convert them into outcomes.While this
explains what a team does to produce their results, it does not capture the
influence that interpersonal interactions have on the process itself and on the
resulting outcomes. In addition to enacting team processes, teams also carry
various cognitive, affective, and motivational states that exist and change as
a result of team contexts and interactions (Marks et al., 2001; Rapp et al.,
2021). These states, such as trust (Mayer et al., 1995), positive/negative affect
(Tanghe et al., 2010), and cohesion (Carron et al., 2007) develop over time
through interactions to emerge as a collective team state (Carter et al., 2015).

In 2005, Ilgen and colleagues adapted McGrath’s, (1964) model to ackno-
wledge how emergent states affect team functioning. Expanding the I-P-O
model into the IMOI model, the term “mediators” was updated to represent
the fact that both team processes and team emergent states play an important
role in how a team converts their inputs into outputs.

Although the inclusion of emergent states in the model represents an
important update in and of itself, the IMOI model elucidates two impor-
tant concepts for team functioning. First, nesting team processes and team
emergent states together under the “mediator” category implies that they
reciprocally influence one another. Just as team processes give form to emer-
gent states through team member interactions, emergent states also influence
how team members interact. Second, the addition of the second “I” and
the removal of the hyphenation between letters demonstrate that these team
inputs, mediators, and outputs operate cyclically and non-linearly. Rather
than seeing outputs as endpoints, theymay also be considered as future inputs
to future team functioning. How well a team performs at the end of one
performance cycle can influence future strategies and interactions as well as
how team members think and feel about one another. Ultimately, the IMOI
model demonstrates that team functioning can be broken down into how
team members interact (team processes) and how team members think and
feel (team emergent states). These mediators affect performance, which in
turn can affect future team processes and emergent states in a continuous
cycle throughout a team’s lifespan.

Salas et al.’s Big Five Model

Salas and colleagues (2005) conducted an extensive literature review to deve-
lop a scientifically sound yet practical model of teamwork. This model is
distinct from the aforementioned models as it covers both constructs pertai-
ning to teamwork processes (or the coordinating mechanisms of teamwork)
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and constructs of teamwork. They posited that effective teamwork requi-
res all of the following coordinating mechanisms: (1) shared mental models
or a shared understanding of goals, progress and action, (2) mutual trust
which facilitates a willingness to rely on one another and cooperate together,
and (3) closed-loop communication, wherein a message is sent, interpreted
and acknowledged, and followed up on. Furthermore, these three constru-
cts affect the core constructs of teamwork in often multiple ways. The core
constructs include leadership, mutual performance monitoring, back-up beh-
avior, adaptability, and team orientation. Although a full review of each of
the constructs is too in-depth for the purpose of this paper, the main takeaway
is that effective teamwork, according to the Big Five model, is a combination
of the presence of core elements as well as reinforcing mechanisms. Human
teamwork as such is a complex phenomenon that is not a mere emerging
phenomenon, nor merely a process; teamwork is both.

Carter-Browne et al.’s Multidisciplinary Model of Teamwork for AI

Carter-Browne et al. (2021) focused on the previously discussed teaming
models with human-agent or human-AI teaming constructs specifically under
the context of agents assisting human to perform more effectively. Carter-
Brown et al.’s multidisciplinary model of teamwork for AI specifically outli-
nes the following elements at the organizational, team, human, and AI levels:
(a) inputs of relevance, (b) processes and emergent states that could act
as mediators and moderators, and (c) the outputs of each of these proces-
ses. Inputs can include cultural values, KSAOs, agent level of autonomy,
and human personality. Processes and emergent states can include processes
such as coordination, surveillance, AI explainability, and human cognitive
load. Outputs can include organizational productivity, team effectiveness,
AI error rates, and human efficiency. Additionally discussed by Carter-
Browne et al. are considerations for elements such as task design, team type,
interdependence, task uncertainty, job design, and temporal factors.

In summary, each of these models help explain and predict teamwork
in different ways yet overarching conclusive notions about salient constru-
cts and manipulations for studying effective HAT are lacking. In this next
section, we discuss the specific methods used to develop construct and
manipulation frameworks for HAT.

METHOD

Specific constructs and measures within the “input” and “process” stages of
these models were pulled and searched onGoogle Scholar within the robotics,
human-human and human-agent teams’ literature to find specific measu-
rements of team functions including inputs, communication, coordination,
emergent states, resilience, and outputs resulting in a total of 110 teaming
measurement and manipulation articles reviewed. We also identified experi-
mental manipulations that have shown to cause effects in teaming measures.
Additionally, forward and backward citation searching was conducted on the
models referenced above. Over 150 measures and 130 manipulations were
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identified with a clear need to map them to higher level constructs and pro-
cess areas. Using a multidisciplinary team, workshops were held to determine
which measures and manipulations to condense, which ones were not feasi-
bly captured by current HAT research capabilities, and the best construct and
process mapping for each measure.

RESULTS

Measures

After identifying 150+ teams-related measures from the literature review,
six categories were developed to organize these measures in a way that
would reflect realistic team functioning. The organization of this construct
framework loosely reflects the IMOI model (Ilgen et al., 2005) of teamw-
ork, as it begins with inputs and ends with outputs that can subsequently
serve as inputs. However, because mediator-type constructs (e.g., proces-
ses and emergent states) varied in the quantity of measures that have been
used to capture them, four distinct categories were created for mediators
rather than grouping all measures into one (e.g., “mediators”) or two (e.g.,
team processes and emergent states) categories. These are summarized in
Figure 1.

The first category of constructs, Inputs, refers to resources or existing
influences that affect future team functioning. Input measures capture indi-
vidual differences regarding the members themselves and are thought to
influence how future team interactionsmay unfold. Suchmeasures are benefi-
cial when studying teamwork as they are either meaningful predictors of team
mediators (e.g., skills/abilities) or are important to account for due to their
significant influence on team mediators (e.g., propensity to trust). They are
often captured through one-time surveys, making them cost-efficient. Howe-
ver, because so many input measures exist which are primarily subjective and
collected via surveys, they have the potential to require subject participants
to long periods of non-teaming tasks to collect the data necessary, in addition
to requiring an ability for the AI to ingest the survey data before performing
in order to reason over teaming tasks.

The second two categories of constructs, Communication and Coordi-
nation, refer to team processes that teams enact to complete tasks (Marks
et al., 2001). These categories were explicitly separated as many different
measures were observed for each of these processes. The Communication
category encompasses all measures related to how (communication con-
tent) and when (temporal communication) teammembers convey and receive
information, and the distribution of information (communication pattern).
Communication measures are beneficial in that they are abundantly availa-
ble in many forms and can be highly informative for understanding nuances
of teamwork (Cooke et al., 2013). However, they are difficult to analyze
due to the diverse types of measures, natural language processing require-
ments, and clear theoretical guidance needed to interpret communication
measures. Communication-related measures are currently complex, time- or
resource-intensive, and infeasible to process for many AI agents.
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Figure 1: Constructs framework for human-agent teaming.

The Coordination category encompasses all constructs related to the
nature of how team members choose to work together (cooperative beh-
avior), the patterning and flow of joint actions by team members (action
sequencing), and taskwork planning (coordination). Measures of coordina-
tion are highly valuable for understanding exactly how teams convert inputs
into outputs and can provide useful datapoints above and beyond serving
as measures of teamwork (e.g., identifying points of intervention). However,
like communication measures, they can be difficult to analyze and require
meaningful forms of aggregation that are guided by theory. Team coordi-
nation can be measured in simulation-based settings as each team members
movement and interactions can be tracked; however, methods for real-time
measurements of team coordination are limited in practice (cf., Gorman et al.,
2012).

The Emergent States category encompasses all constructs that relate to
non-behavioral team experiences such as cognitions (e.g., mental models),
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attitudes (e.g., trust), affect (e.g., emotions), and physical responses (e.g.,
physiological states). Emergent states are an important part of team functi-
oning and can be thought of as the psychological underpinnings that both
drives and is driven by team processes (Ilgen et al., 2005). The benefits of
these measures are that they thus elucidate key components of team functi-
oning that are not captured by observable process measures. However, they
take time to unfold (Carter et al., 2015), emerge in various forms depending
on the emergent state (Rapp et al., 2021), and can be difficult to parse for
the less apparent emergent states such as trust and emotion. Additionally,
some emergent states can be costly to measure, such as physiological states
which require sensors to capture. Leveraging subjective measures, behavioral
indicators, and physiological metrics provide a rich source of in-the-moment
fluctuations in team processes (see Figure 1).

The Resilience category encompasses constructs that relate to how teams
withstand adversity. This category is unique in that the constructs within
it (conflict and adaptation) can refer to both team processes (e.g., conflict
management, contingency planning) or emergent states (e.g., conflict states,
adaptive capacity). Resilience measures thus provide deeper insights into how
teams adaptively react to adverse situations as a function of team processes
and emergent states. However, this also means that care must be taken to not
conflate these measures. For example, a measure of a team’s conflict mana-
gement strategies is not suitable for inferring their average level of conflict.
Additionally, depending on the team and setting, conflict may be few and far
between, which could complicate the ability to train agents under conflict
settings.

Lastly, the Outputs category encompasses constructs regarding team per-
formance with respect to team goals. Although any team mediator could
be considered an output depending on the interest at hand, this framew-
ork views outputs as the product of teamwork. That is, measures that are
influenced by team functioning, but not an actual part of team functioning it
and of itself. Measuring an output is beneficial in that it is often the ultimate
outcome of interest. One of the costs of measuring outputs is that there are
both subjective (e.g., ratings) and objective (e.g., accuracy scores) measures
of performance, which can differ in their relationships to measures of team
mediators. Ensuring a comprehensive picture of what “performance” means
for human-agent team settings will ensure agents can balance and prioritize
the many beneficial outcomes of teams.

Manipulations

Our review yielded three major categories of manipulations (Figure 2):
agent capabilities and characteristics, task, and team. A fourth category,
environmental context, is excluded due to space constraints.

The manipulation of agents in the current HAT literature primarily focuses
on the effects of various AI capabilities on teaming processes and emergent
states. These include AI processing efficiencies and reliability manipulations
to affect team performance outcomes (e.g., Appelganc et al., 2022), as well
as explanation and affect management to dampen or amplify the effects of
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Figure 2: Manipulation framework for human-agent teaming.

perceptive team emergent states and attitudes like trust on team performa-
nce (e.g., Textor et al., 2022). In addition, several studies manipulate agent
characteristics like anthropomorphism and embodiment towards directly
investigating their effects on people’s perceptions of AI teammates (de Vis-
ser et al., 2022). Manipulating agent algorithms arguably generates the most
direct causal links between AI design frameworks and a broad range of HAT
measures. However, the development of novel AI features may require adva-
nced computer science expertise beyond the capacity of many human factors
research units. Cooke et al. (2020) outlines agent manipulation methods that
eschew actual AI development through Wizard-of-Oz frameworks, in which
highly trained confederates simulate theoretical AI teammate features but are
portrayed as synthetic teammates to participants.

Task manipulations center on observing how hybrid teams are affected by
differences in taskwork, i.e., team members’ interactions with tasks, tech-
nology, and systems to fulfill individual-level responsibilities (Bowers et al.,
1997). These abound as manipulations of task fulfillment requirements, such
as time and resource constraints (Chiou & Lee, 2016) and exclusivity of task
types to certain roles or time periods (Freeman et al., 2022). Notably, some
studies instead manipulate the availability of supplementary information and
resources to ease individual task completion from technological aids, the
environment, or the task structure itself (e.g., Corral et al., 2021). Indivi-
dual manipulations can be applied at various levels of team membership and
at different timescales with minimal changes to testbeds, task environments,
or administrative protocols. However, we also observed that task manipula-
tions are often implemented as a combination of several taskwork attributes
at a time. The cost of task manipulations, therefore, is dependent on both
type and quantity of taskwork attributes being manipulated.

Manipulations of team cognitive attributes and processes primarily affect
how team interactions take place, including communication interfaces,
modalities, and technologies made available to the team. Many team
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manipulations additionally alter team structural contexts that govern intera-
ctions, such as through the specification of role hierarchies, responsibilities,
and interdependencies between team members. In some cases (e.g., Gorman
et al., 2010), the individuals that comprise a team are also shuffled; variations
of this include manipulations of spatiotemporal distribution. We note that
direct manipulations of team interaction media can entail designing several
variants of HAT testbeds, which can be limiting for complex teaming designs.
It may be more cost-effective—albeit also limited—to manipulate team goals
vis-à-vis individual goals. This may capture how the limited capabilities of
AI to prioritize team-level goals over individual ones (Chiou & Lee, 2016)
affect overall teaming in larger HATs.

Finally, we note that momentary perturbations can be applied to the majo-
rity of variables listed in Figure 2. Perturbations are especially relevant for
temporal questions about human-agent teams. We refer the reader to Cooke
et al. (2020) and Gorman et al. (2017) for an overview of perturbation-based
manipulation designs and analyses, many of which notably incur minimal
implementation costs.

DISCUSSION

With the surge of agent development and the fusion of agents into human
teaming situations, researchers and developers need to gain a better under-
standing of the components that affect teamwork. Questions such as, in
what way will the agent impact the mission or team dynamic, remain to be
answered. This paper is a step toward a more comprehensive understanding
of human-agent teaming (HAT). To that end, we reviewed the literature to
extract measures and manipulations of HAT and consolidated these compo-
nents into a reusable framework. Although this framework is not exhaustive,
it does focus on teaming functions that can be observed, measured, and
leveraged by AI in a collaborative or predictive capacity and are prevalent
indicators of teaming success across the areas of team and AI research. Addi-
tionally, the presented manipulations provide specific elements that can be
altered in environments such as simulation, to develop AI that can consider
the factors of the team and task in its collaboration with, prediction or asses-
sment of teams. Future work is aimed at contextualizing the frameworks and
determining preferences to use by AI due to their impact on team performa-
nce and ease/cost of implementation. We intend to identify manipulations
that have the greatest impact on each construct category to determine the
best testing conditions for AI in human-agent teams, while additionally high-
lighting gaps that leave room for innovation. The results of these efforts aim
to create an overarching theory of human-AI teams.
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