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ABSTRACT

The decision to rely on automation is crucial in high-stress environments where there
is an element of uncertainty. It is equally vital in human-automation partnership that
the human’s expectations of automation reliability are appropriately calibrated. The
current study examined the effects of stress and motivation on the decision to rely
on automation. Participants were randomly assigned to a stress and motivation con-
dition, and conducted a task two AI partners, one with high reliability and one with
low reliability. While motivation had a stronger effect than stress, both motivation
and stress affected reliance decisions with the high reliability AI. The low reliability
AI was affected to a lesser degree if at all. Overall, the decision to not rely on the AI
partner, especially with the higher in reliability was slower than the decision to rely on
the AI partner, with the slowest decision times occurring in the high stress condition
with motivated participants, suggestingmore deliberate processing was utilized when
deciding against the advice of the AI higher in reliability.

Keywords: Human-automation interaction, Trust in automation, Decision making, Stress,
Motivation

INTRODUCTION

The human-autonomy partnership is only beneficial when the human makes
appropriate reliance decisions. Over reliance or under reliance can pose a
serious threat in high-risk contexts. Over reliance (i.e., being too reliant
on automation) can result in failure to intervene when an error occurs,
either due to overconfidence in the automation or inattention due to being
“out-of-the-loop” (Endsley, 2017). Being overly reliant on automated navi-
gation so that when an error occurs (e.g., GPS signal is lost) it is missed,
which could have disastrous consequences, like a ship running aground (Lee
& Sanquist, 2000). On the other end, under reliance (i.e., reluctance to use
automation even when it outperforms human capabilities) can occur due to
mistrust. This mistrust might be of automation in general or of a particular
system that is prone to false alarms (Parasuraman & Riley, 1997). In order
to have optimal human-automation partnerships, it is important to under-
stand the human decision-making processes that underlie reliance behaviors.
Some contexts, including environment, competing tasks, and time parameters
can be more demanding, usurping cognitive resources, and therefore leaving
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fewer cognitive resources for reliance decisions. When there are fewer cogni-
tive resources available, decisions are likely to be made based on intuitive
judgments.

Additionally, high levels of stress can impact thinking and subsequently
decision making strategies, shifting frommore deliberative-based to intuitive-
based decision making, that could result in poor reliance decisions. Rice and
Keller examined the effect of time pressure on reliance on automation. They
found that time pressure resulted in an increase in overall reliance due to
time pressure rushing information processing, prompting a switch in strategy
towards an intuitive-based decision-making approach.However, even though
time pressure might lead to an increase in stress, it is not the same construct
as stress. The switch to an intuitive-based decision-making strategy could
have been due to limited time as opposed to stress. It is then important to
understand the effect of stress on reliance in the absence of limited time. Stress
without time pressure may lead to a similar shift in processing due to how
the brain is affected by a stressor.

Stress and Decision Making

The prefrontal cortex (PFC) is the foundation for executive functioning,
such as information integration and top-down attention allocation (Arnsten,
2009). Attention to, and the integration of relevant information is impor-
tant for optimal, deliberative decision making. However, stress negatively
affects the PFC (Arnsten). The decline in PFC resources can cause a shift to
more intuitive information processing (Margittai et al., 2016).Margittai et al.
reported that participants who were given hydrocortisone (cortisol agonist)
scored worse on a task that measures analytical over intuitive processing, the
cognitive reflection task (CRT).

In using analytical processing for decision making, cognitive resources are
needed to (a) retrieve, from long-term memory the information relevant to
that decision stored, (b) integrate and temporarily store that information
into working memory, and (c) attend to relevant feedback to update the
information needed for future decisions (Brand et al., 2006). Stress reallo-
cating cognitive resources away from the PFC would diminish the ability
to learn and integrate feedback for subsequent decisions. In terms of relia-
nce decisions, if the expected reliability does not equal the actual reliability,
enough cognitive resources must be available to notice the discrepancy and to
update the reliability information in memory. Feedback in decision making
is essential when results from prior decisions provide information for future
decisions. However, stress can impede the capacity needed to notice and learn
from the feedback (Starcke et al., 2008), resulting in continued reliance when
the actual reliability is lower than the expected reliability.

Additionally, gender differences have been observed in decision making
under stress (e.g., van den Bos et al., 2009; Lighthall et al., 2012; Mather
& Lighthall, 2012). Van den Bos, Harteveld, & Stoop found that incre-
ased cortisol levels in men decreased performance on the Iowa Gambling
Task. However, in women slightly elevated cortisol levels improved per-
formance, but more elevated cortisol levels decreased performance. Thus,
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both genders had decreased performance with high cortisol levels, but small
increases in cortisol made women perform better. In studies on risky deci-
sion making under stress, it has been shown that stress increases risky
decision making in men but decreases risky decision making in women
(Lighthall et al., 2009; Mather & Lighthall, 2012). More research is nee-
ded on gender differences in decision making under stress outside of the risk
paradigm.

Motivation

Since stress has been shown to have an adverse effect on the PFC, it is intere-
sting to also consider what may have a beneficial effect. Motivation has been
found to enhance top-down attention allocation strategies (Locke & Braver,
2008). Locke and Braver used functional magnetic resonance imaging (fMRI)
and had participants perform a task with positive, negative, or no incentives.
They found that monetary incentives (e.g., rewards) were correlated with an
increase in brain areas responsible for cognitive control. Additionally, they
found that motivation resulted in faster reaction times without negatively
affecting performance. Kouneiher et al. (2009) performed an fMRI study on
PFC activation and motivation. They found an increase in the areas associa-
ted with cognitive control with incentives, especially higher incentives. While
these studies show how motivation can increase brain activity and affect per-
formance, there is a lack of research on whether motivation can overcome
factors that may negatively affect cognition, such as stress.

Current Study

The current study investigated reliance decisions with automation under
stress with and without motivation. The experiment was designed to study
(a) whether there is an overall increase in reliance in the high stress versus
low stress condition, (b) if stress affects the ability to incorporate feedback to
inform subsequent reliance decisions, (c) if motivation is a moderator in the
case of a deleterious effect of stress, (d) the extent that trust correlates with
reliance in the high stress versus low stress condition, and (e) whether there
are gender differences in reliance decisions under stress.

The following hypotheses were predicted:
1. It was predicted that there would be an increase in reliance in the

high stress than low stress condition, due to the deleterious effect of stress
on cognitive functions, resulting in a more intuitive-based decision-making
approach.

2. It was predicted that motivation would lead to more accurate reliabi-
lity assessments of the AI partners due to enhanced attention to feedback
information.

3. It was predicted that there would be no change in trust, regardless of
reliance, between the stress conditions.
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METHOD

Participants and Design

Participants were recruited from the Naval Postgraduate School (Mage = 32),
were mostly active duty military (75 active duty, 5 civilian), and male
(63 male, 17 female). Due to COVID closures, the desired sample size was
not achieved, and resulted in 80 total participants.

The design was a 2 (stress: high, low) x 2 (AI reliability: high, low) x 2
(motivation: incentives known, incentives unknown)mixed design with stress
and motivation manipulated between subjects, and AI reliability manipula-
ted within subjects. Participants were randomly assigned to a stress condition
and a motivation condition. AI reliability consisted of two AI partners, one
with high reliability and one with low reliability, to assess whether appropri-
ate feedback was incorporated into subsequent reliance decisions among the
stress and motivation conditions.

The main task was a pattern learning task that involved the participant
selecting what number came next in an iterative sequence (i.e., 1, 2, or 3).
Participants made an initial decision, then received advice from what was
described as an artificial intelligence (AI) partner before making their final
decision. Reliance on automation was only assessed on trials when there
was a discrepancy between participant choice and AI partner choice; reli-
ance was operationalized as the participant’s final decision reflecting the AI
choice instead of their own initial choice (van Dongen& vanMaanen, 2013).
See Bernkopf (2021) for details on pattern learning task.

Participants earned $0.40 for each correct response in the pattern learning
task. Participants were told about the earnings in the motivation condi-
tion, and had them displayed throughout the pattern learning task, while
participants in the non-motivation condition were neither informed of the
earnings nor had them displayed. This study utilized gains instead of losses
to avoid adding another later of stress that may be caused by incurring losses
(Hochman & Yechiam, 2011). Motivation and trust experiments have com-
monly used incentive-based compensation (e.g., de Visser et al., 2016; Bland
et al., 2017). Participants could earn anywhere from $0 to $50, paid with an
Amazon gift card.

Stress Manipulation

Laboratory stress induction techniques that include uncontrollability and
social-evaluative threat produce the largest increases in cortisol (Dickerson&
Kemeny, 2004). The Trier Social Stress Test (TSST; Kirschbaum et al., 1993) is
commonly used, contains both uncontrollability and social-evaluative threat,
and has been shown to elicit the highest stress responses in a laboratory set-
ting (Smyth et al., 2013). The TSST was used for the high stress condition,
and the placebo TSST (p-TSST; Het et al., 2009) was used for the low stress
condition. Both the TSST and pTSST have three phases, each phase consisting
of five minutes.

Salivary cortisol and state assessment of State Trait Anxiety Inventory
(STAI; Spielberger et al., 1970) were the primary indicators of stress used.
Salivary cortisol was collected via passive drool and stored in a freezer in the
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lab at -20 degrees Celsius (Smyth et al., 2013). Additionally, participants wore
a wristband that collected heart rate variability (HRV) and electrodermal
activity (EDA) data continuously throughout the experiment.

AI Partners

There were two AI partners with different reliabilities, 90% (AI1; referred
to as ALEX in the experiment) and 60% (AI2; referred to as SAML in
the experiment). Participants were initially told that both AI partners had
approximately 90% reliability so that the AI with reliability at 90% would
be consistent with their expectations, and the AI with reliability at 60%
would be inconsistent with expectations, and is generally considered unre-
liable (i.e., < 70%; Wickens & Dixon, 2007). Participants were given a cover
story about the AI partners, that a software company conducting an evalua-
tion of “pattern learning software before applying it to more complex tasks
on naval ships” (modified from van Dongen & van Maanen, 2013). The
AI partner switched every 10 trials on the main experimental task, and the
starting AI partner was randomly assigned.

Trust Measures

Trust is commonly conceptualized as the perception that a trustee will act in
a way that aids or meets the positive expectations of a trustor in situations
where there is vulnerability and uncertainty (Hoff & Bashir, 2015; Lee & See,
2004). Trust was measured both objectively and subjectively. The objective
measure of trust, the trust game, is commonly used to measure trust betw-
een humans where the investor is the trustor, and the investee is the trustee.
The premise of the game is that the investor shares money with the investee,
knowing that the money will be multiplied by a certain amount, and that the
investor can share the money that they receive. The investor is then trusting
the investee to share the money at the end (Berg et al., 1995). For the purpo-
ses of this experiment, each AI partner was an investee. The trust game was
used to see (a) if reliance decisions correlated with the amount invested with
each AI (reliance and trust correlation), and (b) if a subjective trust rating
correlated with a traditionally used objective measure of trust.

Procedures

All testing took place in the afternoon, starting at noon due to concerns with
awakening cortisol levels (Smyth et al., 2013). Participants were asked to
abstain from exercise, smoking, eating, or drinking for an hour before the
experiment due to potential interactions with cortisol production. Factors
that affect cortisol were accounted for in the exit questionnaire (Smyth et al.).

Following an initial informed consent upon entry, the participants were
fitted with a wristband to collect physiological data, afterwards they sat at a
workstation where eye tracking was calibrated. The first task was a working
memory test (i.e., Ospan; Unsworth et al., 2005), afterwards the participants
rested for 10 minutes to mitigate any anxiety about the Ospan task and to
have a sufficient rest period to establish a baseline for stress assessment. After
the ten-minute rest, the first saliva sample was collected, and participants
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filled out the STAI. After the STAI, participants were given the cover story
and became familiar with the main task through practice trials consisting of
40 trials total, 20 with each AI partner, alternating AI partner every ten tri-
als. Instructions and practice trails were completed before stress induction
so that learning the task was not affected by stress. The stress induction was
next, either the TSST or p-TSST was administered, with the second and third
saliva collection immediately before and after stress induction. After the post-
stressor saliva collection, participants completed another STAI, and then the
Cognitive Reflection Task (CRT). After the CRT, participants completed 100
trials of the pattern learning task, followed by the trust game with each AI
partner, and finally the exit questionnaire that (a) asked participants subje-
ctive trust and subjective reliability questions, (b) collected demographic data,
(c) assessed experiment engagement, and (d) accounted for potential con-
founds that inhibit cortisol production. The subjective assessments of trust
and reliability were rated on a 7-point scale. Subjective trust was rated for
each AI partner before subjective reliability in order to mitigate reliability
assessments affecting trust ratings. Participants were then debriefed, which
included a second consent request to use their data after they knew all the
details of the study (one participant was lost due to not consenting post-
experiment). Finally, participants were given an Amazon gift card totaling the
amount they earned throughout the experiment, with a maximum amount
of $50. This research complied with the American Psychological Association
Code of Ethics and was approved by the Institutional Review Board at the
Naval Postgraduate School.

RESULTS AND DISCUSSION

Analyses were 2 (Stress) x 2 (AI Reliability) x 2 (Motivation) repeated mea-
sures ANOVAs, unless indicated otherwise. There were not enough female
participants to make comparisons between the groups; however, male parti-
cipant results that differed from the combined results may be an indication
of some gender differences in the data that need to be explored in future rese-
arch. Therefore, male only data was reviewed if the male only results differ
from the combined results.

Stress Manipulation Checks

Successful stress induction was assessed by analyzing cortisol and STAI score
differences between the stress conditions. Both cortisol and the STAI showed
an increase in the high but not low stress condition, indicating that the stress
manipulation was successful. See Table 1 for the last two samples of cortisol
and STAI differences between stress conditions.
Cortisol. The difference in cortisol between stress groups was analyzed

using a 2 (stress) x 5 (cortisol) repeated measures using transformed cortisol
data due to violations with normality. ANOVA. Overall, there was a signi-
ficant interaction between stress and cortisol, F(4, 75) = 10.58, p < .001,
η2p = .36; the last two samples (samples 4 and 5 are when the cortisol should
be raised in response to the stressor) were significantly higher for the high
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stress (M= .26, .27, SD= .16,CI95[.22, .30], [.23,.31], Sample 4 and 5 respe-
ctively) than low stress condition (M= .16,.15, SD= .10, .07,CI95[.12, .20],
[.23, .31]), S4: t(78) = 3.77, p < .001, d = .84; S5: t(78) = 4.30, p <. 001,
d = .96.
STAI. The difference in pre- and post-stress STAI scores was compared

between stress groups. There was a significant interaction between stress and
STAI score, F(1, 78)= 42.39, p < .001, η2p = .35; there was a significant incre-
ase in STAI score in the high stress condition (Mdifference = 9.72, SD = 9.47,
CI95[6.65, 12.79]), t(38) = 6.41, p < .001, d = 1.02, but not in the low stress
condition, t(40) = −1.29, p = .21.

Reliance and Reaction Times

Reliance on Automation. Reliance was operationalized as the percentage of
time the participant chose the final answer consistent with the AI partner’s
choice on trials where there was initial disagreement (i.e., the participant’s
first choice and the AI’s choice were different; average disagreement was
56%). Overall, there was a main effect of AI reliability; there was a higher
rate of reliance with AI1 (AI higher in reliability) than AI2 (AI lower in reli-
ability), F(1, 76) = 104.09, p < .001, η2p = .58. While there were no other
significant results overall, there are differences when the results are broken
down by gender. See Table 1 for reliance by condition.
Gender. Both male and female data showed a main effect of AI reliabi-

lity, (p < .001); female participants displayed no other significant or trending
results. For male participants, there was a significant interaction between AI
reliability and motivation, F(1, 59) = 5.38, p = .024, η2p = .08; and a signifi-
cant three-way interaction between AI reliability, stress, and motivation, F(1,
59) = 4.28, p = .043, η2p = .07. There were differences between conditions
with AI1, but not AI2. In the non-motivation condition, reliance on AI1 was
higher in the low than high stress condition, t(29) = 2.23, p = .034, d = .81.
There was no difference in the motivation condition. Reliance on AI1 in the
high stress condition was higher in the motivation than non-motivation con-
dition, t(27) = 3.96, p < .001, d = 1.47. Additionally, in the high stress
condition, the difference between AI1 and AI2 was larger in the motivation
(M = .27, SD = .15) than non-motivation condition (M = .10, SD = .15).

Overall, there was higher reliance on AI1 (i.e., the AI partner higher in
reliability) than AI2.While the combined data did not show an effect of stress
and reliance, when looking at the male data only, there were some interesting

Table 1. Reliance by condition.
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Table 2. Reliance by condition by gender.

findings worth noting. Reliance with AI1 in the high stress condition with
motivated participants, showed the highest rate of reliance, and the closest to
the actual AI1 reliability of 90%. However, within the high stress condition
with non-motivated participants, reliance on AI1 reflected levels closer to the
less reliable AI, possibly indicating that stress decreased accurate performance
detection when participants were not motivated. With AI2, reliance did not
change much across the conditions, ranging from 51%-60%, aligning with
the actual reliability of 60%.

Reaction Times.Reaction times were transformed using natural logarithm
and are reported in milliseconds.
Overall final decision reaction times. There was a main effect of AI reli-

ability; reaction times were faster with AI1 (M = 1100.62, SD = 315.55,
CI95[1028.66, 1168.74]) than AI2 (M = 1231.16, SD = 419.98,
CI95[1135.00, 1320.68]), F(1, 76) = 41.29, p < .001, η2p = .35. The main
effect held with both female and male participants; no other effects were
found.
Reliance vs non-reliance reaction times. Reliance and non-reliance final

choice reaction times between the two AI partners were analyzed. There
was a main effect of reliance; reaction times were faster for reliance than
non-reliance, F(1, 69) = 15.11, p < .001, η2p = .18. There was an intera-
ction between reliance and motivation, F(1, 69) = 9.05, p = .004, η2p = .12.
In the motivation condition reaction times were slower when participants
chose not to rely on their AI partner (non-reliance) than when they relied on
their AI partner (reliance), t(40) = 3.26, p = .002, d = .51 ; there was no
difference in the non-motivation condition, p =.12. There was a three-way
interaction with reliance, stress, and motivation, F(1, 69) = 4.94, p = .03,
η2p = .07. In the high stress, motivation condition, reaction times were slo-
wer with non-reliance than with reliance, t(19) = 3.11, p = .006, d = .70 ;
there was no difference in the high stress, non-motivation condition, p = .86.
Additionally, in the low stress, non-motivation condition, reaction times were
slower with non-reliance than reliance, t(18)= 2.27, p= .036, d= .52; there
was no difference in the low-stress motivation condition, p = .137. Finally,
there was a three-way interaction with AI reliability, reliance, andmotivation,
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Table 3. Reliance reaction times by condition.

F(1, 69) = 4.37, p = .04, η2p = .06. With AI1, in the motivation condition,
reaction times were slower with non-reliance than reliance, t(35) = 4.83,
p < .001, d = .81. See Table 3 for reliance reaction times among conditions.

Reaction times are often assessed in decision making to gain insight on
cognitive effort, with slower reaction times indictive of more deliberate infor-
mation processing due to increased cognitive effort (Kahneman, 2003; Payne
& Bettman, 2004). Reaction times indicated participants were slower in their
decision to not rely than to rely on their AI partner. Reaction times in the high
stress, motivation condition were among the fastest when participants chose
to rely on AI1, but were the slowest when participants chose not to rely on
AI1. With AI1, in the high stress non-motivation condition, participants qui-
ckly made a reliance decision whether they chose to rely or not to rely, but
in the motivation condition, non-reliance decisions were much slower than
reliance decisions. The same pattern is found with AI2, but less pronounced.
This indicates that making a decision inconsistent with an AI partner takes
more time than a decision consistent with an AI partner, more prominent
when that AI partner is highly reliable, but still found when the AI partner
has low reliability.

Subjective Reliability

There was a main effect of AI reliability; reliability was rated higher for AI1
than AI2, F(1, 76) = 73.41, p < .001, η2p = .49. There was a significant
interaction with AI reliability and motivation, F(1, 76) = 8.89, p = .004,
η2p = .11. For AI1, reliability was rated higher in the motivation than non-
motivation condition, t(78) = 3.46, p = .001; there was no difference for
AI2. See Table 5 for subjective ratings of reliability among conditions.

The participant ratings of each AI partner provide some insight into
their ability to attend to and remember AI reliability based on performance.
Overall, participants reported accurately that AI1wasmore reliable than AI2.
Additionally, participants that were motivated rated the reliability of AI1 clo-
ser to its actual reliability compared to those that were not motivated. The
ability to attend to, remember, and accurately update reliability expectations
is important in the ongoing relationship between human and automation.
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Trust in Automation

Objective and subjective measures of trust were analyzed in relation to
reliance, and to each other.

Partner Investment. There was a main effect of AI reliability; participants
invested more in AI1 than AI2, F(1, 73) = 5.44, p = .022, η2p = .07.
Percent invested and reliance. Overall, investment amount and reliance

were not significantly correlated, r = .10, p = .21. However, there was a
significant correlation between investment and reliance with AI1, r = .20,
p= .04, but not with AI2, r= -.03, p= .41. Correlations were also examined
between the stress conditions. Investment and reliance with AI1 were corre-
lated in the high, r=.29, p=.04, but not low stress condition, r=.12, p=.23.
There were no significant correlations between the motivation conditions.
Percent invested and subjective reliability. The correlation between subje-

ctive reliability and investment was significant with both AI partners, AI1,
r = .59, p < .001, AI2, r = .50, p < .001. The correlation between investment
and subjective reliability with both AI partners was stronger in the high stress,
(AI1: r = .70, AI2: r = .55, p < .001) than low stress condition, (AI1: r = .46,
p = .003, AI2: r = .37, p = .017). When examined between motivation con-
ditions, all correlations were significant at p <.001, with the exception of the
non-motivation condition with AI2, but was still significant at p = .004.

Subjective Trust. There was a main effect of AI reliability; participants
reported higher trust in AI1 than AI2, F(1, 76) = 77.01, p < .001, η2p = .50.
There was a main effect of stress; participants reported higher trust ove-
rall regardless of AI in the high than low stress condition, F(1, 76) = 7.24,
p = .009, η2p = .09. Additionally, there was an interaction with AI reliability
and motivation, F(1, 76) = 7.33, p = .008, η2p = .09. Participants reported
higher trust with AI1 in the motivation than the non-motivation condition,
t(78) = 2.78, p = .007; there was no difference in trust ratings with AI2
between motivation conditions, p = .36.

Subjective trust and subjective reliability were highly correlated with both
AI partners, AI1, r = .79, p < .001, AI2 r = .76, p < .001. Correlations
were significant among all conditions. Finally, the correlation between inve-
stment and subjective trust was significant for both AI partners; AI1, r= .49,
p < .001, and AI2, r = .47, p < .001. Correlations were significant among all
conditions.

Trust is a large factor in determining reliance, therefore it was important to
assess trust in this experiment with three objectives: (a) how trust is affected
by stress, motivation, and AI reliability, (b) how trust and reliance correla-
ted under stress and motivation conditions, and (c) how useful an objective
measure of human-human trust is when assessing human-automation trust.
Trust was hypothesized to not be affected by stress, and while there was not
a formal hypothesis on whether motivation would influence trust, it was not
expected that motivation would have an effect on trust.

Trust between Conditions. Overall, there was greater trust with AI1 than
AI2 as evidenced by investment and subject trust. In both trust measures,
motivation appears to be the primary influencing factor, with higher trust
reported for AI1 in the motivation than non-motivation condition. However,
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stress did appear to increase overall trust with both AI partners. Additionally,
investment and subjective trust were correlated across all conditions, and
with both AIs.

Trust and Reliance.There was a significant correlation between investment
and reliance with AI1, but not AI2.With AI1, the correlation held for the high
but not the low stress condition, which is the opposite of what was predicted.
Both objective (i.e., investment amount) and subjective measures of trust were
correlated with each other, but inconsistent in their correlation with reliance.

LIMITATIONS AND FUTURE RESEARCH

There were some limitations to note in this study, and with these limitations
there are opportunities for future research. First, no direct gender compa-
risons could be made due to an insufficient number of female participants.
Gender differences in reliance decisions in general, and then reliance decisions
with and without stress and motivation requires more inquiry. Additionally,
the population was mostly military officers, and therefore has limited gene-
ralizability beyond the sample demographic; different results may be found
in a sample more representative of the general population. Future research
should include a sample closer to the general population and examine the
cortisol levels in comparison.

CONCLUSION

The current study investigated the effect of stress and motivation on relia-
nce decisions with autonomous partners that differed in their reliability, one
with high reliability and one with low reliability. Motivation had a stronger
effect than stress. However, there was evidence that the combination of high
stress and motivation affected reliance decisions. Reaction times were slo-
wer in the high stress condition when participants were motivated, so that
participants took longer to decide not to rely on the highly reliable AI par-
tner. This suggests more deliberative decision making when deciding against
the advice of a reliable autonomous partner. Subjective reliability indicated
the importance of motivation, with participants in the motivation condition
reporting reliability closer to the actual reliability of AI1 compared to the
non-motivation condition.

Decision making and ratings with each AI partner show that AI2 was
perceived more closely to its actual reliability across conditions. However,
AI1 was perceived the closest to its actual reliability in the motivation con-
dition. Motivation has been shown to increase activity in the PFC. While it
cannot be determined if motivation in this experiment increased PFC pro-
cessing, it was evident that motivation did enhance decision making with a
reliable autonomous partner as seen in the ability to report more accurate AI
reliability and the use of slower, more deliberate decision making.

Advancements in technology are leading to more human-automation par-
tnerships across all areas in the military. However, those systems are only
useful when relied on appropriately. Understanding human decision making
with automation in contexts filled with stress and uncertainty is vital to
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successful and efficient hybrid partnerships in the military. Overall, the effect
of motivation on reliance decisions with automation should be investiga-
ted further, both with and without stress, as motivation was the stronger
manipulation in the present experiment.
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