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ABSTRACT

In this paper we present our ongoing research where we are attempting to integrate
sustainable development issues into a megagame designed to teach cybersecu-
rity. There are several serious games that have been developed to teach and inform
individuals about sustainability issues but none that deal specifically with both cyber-
security and sustainability issues. A Megagame is a multiplayer game with between
30–40 players who play in teams of 3–5 players that take on specific roles in dealing
with complex problems that cover subject matters ranging from science fiction and
heroic fantasy to political, economic, historical, and even cyber conflicts. We have
built and tested a megagame entitled CS -Technopoly using the socio-technical frame-
work of sustainability proposed by Geels and integrated it further with the Security
by Consensus Model proposed by Kowalski. The intended learning objectives of the
game, such as teaching adversarial and sustainable systems thinking by exposing the
students to cyber threat intelligence reports and cyber security investments decision
making, were tested by performing semi-structured interviews of a stratified sample
of the participants. Preliminary results from 11 interviews from the two first trials of
CS Technopoly indicate that the participating security experts found that C.S. Techno-
poly would be a useful tool for team building and improving collaboration between
security departments and upper strategic management.
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INTRODUCTION

Serious games have been shown to be an effective method of teaching and
discussing complex issues. given their ability to engage more of the parti-
cipants’ senses and human-focused design which nudges players to want to
learn and understandmore.Many games have been focused on raising aware-
ness and teaching about technical risks and countermeasures. This, however,
misses the fact that risks are not just of a technical nature, nor social, but
a combination of the two socio-technical root-causes which have shown to
underline most of the cybercrime issues (Zoto et al., 2019). There are also
several serious games that have been developed to teach and inform indi-
viduals about sustainability issues. Katsaliak (2015) found in a systematic
literature review 35 publications on sustainability developmental games that
range from simple board games for 4–5 players to complex pervasive games.
The Games4Sustainability site lists over 100 games and simulations arranged

© 2023. Published by AHFE Open Access. All rights reserved. 101

https://doi.org/10.54941/ahfe1003724


102 Kowalski et al.

according to the 17UnitedNational sustainability goals (Game4Sustainablity
2022). However, to the authors’ knowledge, only two Megagames have
been run that tackle the problem of sustainable development, The Climate
Change Game, (2020) and an adaptation of the Alliance megagame (Alliance
2019, Megagame 2019). These two Megagames did not however include
cybersecurity game mechanics.

The increase of cyber threats and attacks has garnered much scrutiny from
media, the public and scholars in the last decade. As more and more devices
are connected to the internet, this intertwining of information and ICT with
everyday life has resulted in a cyber-physical society. The search for solutions
involves new and effective cyber security policies and regulations, the develo-
pment of security software, and secure software and development practices.
These new solutions can act as a double-edged sword. As new technologies
are added to the technical stacks of different systems and services, new thre-
ats keep on arising. Multiple instances across different industrial segments
have raised the need to educate more information security professionals to
meet this challenge. The reported global shortage ranges from 2.7-3.4 mil-
lion professionals according to (ISC)2, 2022. In order to adequately face
this challenge, new ways of educating and training people on how to secure
information systems are needed.

Socio-technical systems analysis is the analysis of the problems and their
potential solutions that arise with the adoption and integration of cyber and
information technologies in society (Kowalski, 1994). In this paper we have
sought to explore how a form of serious game called megagames could be
used to raise awareness on socio-technical systems analysis, cyber security
investments, and threat intelligence in an adversarial environment. This rese-
arch contributes to the growing body of knowledge on serious games and
cyber security training.

The paper is divided into 6 parts. Following this introduction in the next
part we discuss the research goals and methodology used in our ongoing
research. In the third part the theoretical background to the game design is
discussed. In the fourth part we outline a more detailed description of the
game mechanics and design. The fifth part outlines preliminary results from
interviews of the participants of the two trial runs of the game. The paper then
concludes with a summary and outline of the current development plans for
future testing and validation of the C.S. Technopoly megagame.

RESEARCH GOALS AND METHODOLOGY

The purpose of this research is two-fold. The first is to continue the research
of Dewar (2018) and investigate if there are alternative ways one can teach
cyber security policy. The second is to investigate how one can teach adver-
sarial and sustainable systems thinking and awareness by exposing players
to investment decisions’ scenarios concerning allocation of funds for tran-
sitioning towards sustainable production and socio-technical cyber security
protection efforts. The aim is to model and build a serious game using the
socio-technical framework that teaches adversarial and sustainable systems
thinking.
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The problem is that much of today’s education is based on a faulty men-
tal model of security. Most certificates and university programs focus on the
confidentiality, integrity, and availability (CIA) triad. The attacker’s perspe-
ctive is not present. The Security By Consensus (SBC) mode shows both the
static and dynamic properties of security (Kowalski, 1994). It divides the
socio-technical systems into observable categories of structure, culture, social
factors like new regulations, change in societal culture, norms, ethics, and
new methods and procedures that can all affect the security posture of any
organization today.

Considered all the above assumptions, the main research goal for the work
behind this paper would be the following:

“To develop a cyber security serious game that would help in reducing
the required manpower and monetary resources when creating cross-
disciplinary team exercises and training”.

In order to achieve this, the authors decided to adopt a Design Science (DS)
strategy, together with the DS sub-activities and processes. Furthermore, 9
requirements were identified based on a socio-technical systems analysis. The
requirements then served as the foundation for the design and development
of the serious game C.S. Technopoly.

Design Science Overview

Design science is about the methodical generation of knowledge through
design of the artificial (Baskerville, 2008). In other words, new knowledge is
discovered by creating artifacts that solve real problems. The objective here
is to create and use artifacts that can advance the lives of individuals, orga-
nizations and the society as a whole (Bider, Johannesson and Perjons, 2013).
Design science is built on the principle that the creation and application of
artifacts, such as a software model, can produce knowledge and understan-
ding of a problem and its corresponding solution (Bider, Johannesson and
Perjons, 2013). Artifacts are abstractions of general solutions to a particu-
lar set of problems (Baskerville, RL, Pries-Heje, Venable 2009). These sets
of problems, otherwise known as generic problems, can be found either as
individual problems derived from a real-life situation or through the identifi-
cation of the problem from previous research then assessed as part of a more
general class of problems (Bider, Johannesson and Perjons, 2013).

However, DSR was not the only methodology considered for this research
project. Much like DSR, Action Research (AR) strives towards solving real,
practical problems in a real-world setting by interventional means on top of
generating new knowledge (Johannesson & Perjons 2014). Action research
was deemed unsuitable for this project as it risks becoming resource-intensive
when the researcher is tasked with iterating and finding a solution to the pro-
blem until the problem is solved. As this research project is time bound, it
would risk not producing a solution that solves the problem nor contributes
to the existing body of scientific knowledge. The more artifact- (solution-
)centered methodology was found to guarantee that even if the game is found
not to adequately meet the current research goal, at least the discovered
knowledge base would be relevant.
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BACKGROUND

The Design Science Research (DSR) model of the workflow describes five
main activities: Explicating problem, Eliciting requirements, Design and
Develop artifact, Demonstrate artifact, and Evaluate artifact (Johannesson
& Perjons 2014). To produce an artifact, inputs are transformed by the acti-
vities into outputs, thereby producing an artifact that solves the problem.
These activities contain sub-activities which are executed upon iteratively
and in a particular order, forming stages or cycles in order to reflect the
“changing environment, shifting stakeholders’ interests, and unclear problem
situations” (Bider, Johannesson and Perjons, 2020).

As an example, during the Design and Develop artifact, the initial idea
was to build a game that would expose cyber security practitioners, training
program participants and specifically C-level executives to systems thinking,
adversarial thinking and the socio-technical nature of cyberspace through a
serious game. After conducting a literature review on cyber security seri-
ous games, a gap was found in the area of games that could perform deeper
conceptual transfers and that fell within the scope and resources available to

Figure 1: The multi-level perspective by Geels and Schot (2007:401).
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this study. The choice quickly fell on a strategy game. The question arose on
which model to use that could adequately simulate the socio-technical nature
of the world as it is and as its systems constantly transition. Having identi-
fied Geele’s model of socio-technical transitions Geels, F. (2019), as a suitable
model, the question moved on to how to express it in a serious game.

The authors have experienced howmega games can simulate political, eco-
nomic and military systems. The question then arose if it would be possible to
apply Geele’s socio-technical transitions model to current geo-political situ-
ations in a mega game scenario. Existing cyber security games either lack
depth or have high costs attached to them. The authors have experienced
the game and seen the potential for adapting cyber security serious games to
the flexible, cost-effective, immersive and fun structure of mega games. As
mega games consist of multiple concurrent sub-games going on, the authors
saw the synergic effect of combining existing serious games into an emerging
narrative scenario-based serious strategy game.

GAME MECHANICS AND DESIGN

C.S. Technopoly is a combination of a live-action role playing game and a
tabletop board game, otherwise known as a megagame. Megagames usually
last 6 hours, but this megagame has been shortened down to 3 hours.

Intended Learning Outcomes

The intended learning outcomes refer to the question of whether the game
solves the awareness problem and to what degree. This includes understan-
ding about cyber security investments and risk management. In addition to
that, participants of the game should feel that they have learned about:

– Sustainable Systems thinking and how to navigate and change the system
– Adversarial thinking
– Negotiation and estimating risk with technological changes
– Understanding threat intelligence
– Hype curve for security technology
– Cooperation and when it is useful
– Antitrust and its effects

Domain Requirements

Role playing games are forms of simulations. Underlying every simulation
is an abstract model of the world it is supposed to imitate (Johanesson &
Perjons 2018). One requirement that should be achieved is that of having
an adequate model of cyber security policy to aid with developing the role-
playing game. Other requirements include the following:

• Offensive capabilities should be present in the game.
• Players should face the same uncertainty over attribution in the game.
• Nation-states should be represented in the game. They should be able to

affect regulation and invest in technologies.
• Companies should be represented in the game. They should not have

offensive capabilities.
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• Threat and Attack frameworks should be represented in the game.
• Security technology solutions should be represented in the game. There

should be an aspect of cyber security investments Hype cycle.
• Security value chain security controls should be represented.
• Players should have to manage the need for profit and keeping their

organization secure.

Game Description

Players are called to use not only their cyber security knowledge to inter-
pret the threat intelligence reports that are given throughout the game, but
also their understanding of diplomacy to build or destroy alliances, in addi-
tion to basic business and risk analysis to make cybersecurity purchases or
investment. Their decisions along with some luck will decide if they manage
to mitigate and even prosper from the different cyber events throughout the
game.

Players are divided into different teams. The three playable teams are
Nation-states, Businesses, and security technology startups. The teams exist
in a semi-fictional world where the aim of businesses is to achieve techno-
logical domination, the aim of startups is to develop and sell their security
innovations in the hope of becoming part of the dominant regime, and nati-
ons want to extract as much taxes as possible from their companies. Amongst
them is the established and accepted dominant regime called Military Indu-
strial Cyber Complex (MICC). MICC performs information sharing, recom-
mends solutions and can financially support any given team at a time. MICC
is not a playable character, but they are essentially in control. Incidentally,
the game is facilitated by a team of 2–3 people, also known as control or
incident masters.

The story narrative of C.S.Technopoly is driven forward by threat intellige-
nce briefs. These intelligence briefs have a technical and political component.
Sometimes the intel briefs detail a breach. Sometimes they detail incidents
where it has not been established that a breach has occurred, only that rele-
vant actors should be wary. The attacks are orchestrated by cybercrime
groups and Advanced Persistent Threat (APT) groups that are native to the
different playable countries, but that can attack anywhere and multiple tar-
gets simultaneously. The teams have to protect themselves against the attacks
by investing in the right security controls. To their aid is the security value
chain team sheet where they place their investments (chips) together with the
chosen security control cards.

The security control cards are divided into the four types of security con-
trols: Detect, Protect, Respond and Recovery. The Deter security control
category was omitted during the playtesting phase as initial feedback from
the focus group was that it would be confusing even to information secu-
rity specialists. These security controls are in turn divided into social and
technical controls. The idea being that e.g., deploying an incident response
(IR) team that lacks experience with regular incident exercises shouldn’t be
as effective as deploying an experienced IR team. Teams don’t just have to
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be concerned with making security control investment, they also must ensure
that their ability to produce is maintained.

The game is divided into rounds. Before the first round begins a test attack
round is run by one of the Control/incident masters with the purpose of sho-
wing how to use the die, how the attack mechanics work and how cyber
defense technology and production investments are done.

Once an attack is announced, the teams might win or lose their money
depending on the die roll and type of technology they chose to invest (Fig. 3).

Figure 2: Flow chart of C.S. Technopoly game sequence.

Figure 3: Flow chart of attack rounds.
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RESULTS

An expert evaluation was conducted using stratified sampling with cyber
security experts, educators and general public groups. The primary data
collection method was post-session semi-structured interviews in which the
participants reflected on their experiences. 18 people played the game and
11 people responded to the interview request. Participants found overall
the game to be engaging, even fun. They also appreciated being exposed to
threat intelligence and cyber security investments in a realistic semi-fictional
narrative. Soft skills like collaboration within teams and with entities were
recurring themes. Constructive criticism related to a large degree to reducing
complexity, making the game longer than the offered 3 hours, and provi-
ding pre-game materials for them to be better prepared. Two main themes
were identified during the thematic analysis: improving the clarity of game
mechanics and learning outcomes.

Semi-Structured Interviews

Improve clarity of game mechanics
One common theme was a reported struggle to grasp the rules of the game.

The comment below is exemplary:

“So, I think if you had said something a little more like, “ok people,
what matters is not what you answer but what aspects you think, in what
phases, and what you invest. And so with the dice, the outcome of the
defence you set works. And that Had given us a kind of, “aha”. Because
what you brought was relevant in preparation for a live situation. But
we didn’t understand that the choice of technology didn’t matter.”

In addition, participants suggest pre-game text or a video presentation
showing gameplay narrated by a knowledgeable person.
Learning outcomes
A common theme when analyzing learning outcomes was a deeper under-

standing of context, as exemplified by the following comment.

“I like workshops like that. So, anything that makes people put things
in the right context. Because it’s a context, isn’t it? That learning was
through group work in the form of telling a story[...] our organization
can be attacked, but what we are most afraid of is that our customers
will be attacked and especially that the attacks will come through us. And
this play helps us understand the context to the customers. And we have
many large customers. Real customers. Equinor, Statnet, the defence, the
tax authority, so we definitely have customers who are attacked all the
time.”

Individual Survey

All 11 participants were asked to answer a short questionnaire. As a whole,
the responses from the survey complement the interviews. The game expe-
rience frameworks of PLEXQ, Boberg, M. et al. (2015), UGALCO Peixoto
et al. (2015), and EGameFlow (Fu et al., 2009) were selected to measure
the participants’ game experience. The survey allows the validation of the
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Figure 4: Did you have fun during the game play?

Figure 5: “Did you learn new information security concepts?” (1-5).

interviews. Meaningful conclusions, however, are not possible because of the
limited sample size. Some results are shown in Fig. 4 and 5.

To conclude, one of the expressed requirements from one of the subject
matter experts is for the game to act as the foundation for further develo-
pment of Cyber Defence Exercises and tabletop exercises in a cyber range
platform of training exercises. However, the game is not limited to local
practices as it is conceivable that the game could be used for organizational
capability assessment which would involve different stakeholders.

CONCLUSION

In this paper, the authors have succeeded into showcasing the current research
gap when designing cybersecurity serious games dealing with sustainability
issues. The gap can be addressed by designing megagames and using them for
training different target groups spanning across all industrial segments. Pre-
liminary results show that such megagames can help improve teamworking
skills and increase collaboration between the security (IT) teams and upper
management. Future work will help customize the process towards the inten-
ded audience, as well as integrate better sustainability aspects with ongoing
security events and related strategies.
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