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ABSTRACT

Working and interacting with artificial intelligence (AI) and autonomous systems is
becoming an integral part of many jobs both in civilian and military settings. Howe-
ver, AI fluency skills, which we define as competencies that allow one to effectively
evaluate and successfully work with AI, and the training that supports them have not
kept pace with the development of AI technology. In this paper, we present a wor-
king definition and initial model of AI Technical Fluency (ATF) that relates predictors
of ATF to potential outcome measures that would reflect one’s degree of ATF, inclu-
ding having accurate mental models of agents and the ability to interact with agents
successfully. By gaining a better understanding of what factors contribute to one’s ATF
and the impacts and limitations of ATF on the successful use of AI, we hope to contri-
bute towards the ongoing research and development of new methods of interactions
between humans and agents.

Keywords: Artificial intelligence (AI), AI literacy, AI education, Technical fluency, Human-
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INTRODUCTION

As artificial intelligence (AI) and autonomous systems become ubiquitous in
our everyday lives, it is becoming increasingly important for one to under-
stand their impact and limitations in our society. From civilian to military
settings, AI is being used in various contexts and age groups to achieve a wide
array of goals. For example, AI systems underpin the social media platforms
that people use, chatbots that can help them with daily tasks, the increasingly
procedurally-generated video games they play, streaming services that recom-
mend what they should watch next, or voice assistants they use at home.
Moreover, AI has impacted almost every field, from healthcare to agricul-
ture and gaming to education (Balakrishnan et al., 2020), with AI-related job
postings increasing internationally since 2013 (Zhang et al., 2021). Yet, while
the use of technology has exponentially increased, research has shown that
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the conceptual knowledge behind its use is lacking (Sardone, 2011). The lag
of technical fluency behind the rapid development of AI technology has seve-
ral consequences. On an individual level, people may over or under trust AI
assistants and algorithms. On a societal level, AI systems may create power
imbalances between groups that understand systems and groups that do not
have such access or understanding. Thus, research and support in develo-
ping and assessing technical fluency is not only fundamentally beneficial at
all levels, but is critical to increasing the benefits of these systems that have
become part of the infrastructure of daily life. Our overarching goal is to
begin to operationalize the working construct of AI fluency and, from that
construct, develop a working model to help guide and inform future research.

OVERVIEW OF RELATED WORK AND APPROACH TO ANALYSIS

To frame our process, we first provide a synopsis of salient literature that we
analyzed to arrive at our model of ATF. We then outline the analytic approach
we followed to survey the broader expanse of established literature related to
information and technology literacy frameworks as well as emerging work
on AI education and AI literacy. Last, we outline the iterative analysis process
we followed to develop and shape the components of the initial ATF model.

Related Work

While there is a consensus around the importance of technical fluency, a
review of the relevant literature demonstrates that fluency has been hard to
define and distinguish from the related concept of literacy. Within the langu-
age domain, literacy is generally seen as being able to write and understand
a language. On the other end, fluency goes beyond literacy and allows one
to create something new from the language to express themselves. In other
words, literacy is being able to use a tool while fluency is having a deep
enough understanding to create something new with the tool. This metaphor
can be extended into the context of AI and technology. Several definitions
of AI technical literacy and fluency have been proposed. For example, Long
and Magerko (2020) defined AI literacy as a set of competencies that enables
individuals to critically evaluate AI technologies; communicate and collabo-
rate effectively with AI; and use AI as a tool online, at home, and in the
workplace. In a report from the National Research Council (1999), flue-
ncy with information technology is characterized as being able to express
oneself creatively, reformulate knowledge, and synthesize new information.
Finally, Barak (2017) conceptualized Information and Communication Tech-
nology (ICT) literacy as the ability to use digital technologies, computers,
communication tools, and related devices and applications to access, manage,
create, and communicate information to meet individual and social goals.
While there is no clear line that distinguishes literacy from fluency, there are
commonalities among the definitions proposed.

Once one defines technical fluency, the question remains of whether and
how it can be trained. In a review by Ng et al. (2021), the authors introduced
a coding framework which identifies four aspects of promoting AI literacy: 1)
know and understand AI, 2) use and apply AI, 3) evaluate and create AI and
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4) AI ethics. We focused mostly on literature that falls into aspects 1 & 2 and
found some guidelines and frameworks centering around the development of
technical fluency. For example, a discussion paper of key issues around edu-
cating, teaching, and learning AI identified five pillars or elements necessary
to support teachers and learners’ capacity development for the use of AI : 1)
Uncertainty & Randomness, 2) Coding and Computational Thinking Skills,
3) Data Awareness, 4) Critical Thinking, and 5) Post AI Humanism (Higu-
era, 2019; Eguchi, Okada and Muto, 2021). Similarly, AI4K12, an initiative
that is developing guidelines for AI education, proposed five big ideas in AI
education: 1) Perception, 2) Representation & Reasoning, 3) Learning, 4)
Natural Interaction, and 5) Societal Impact (Association for the Advancement
of Artificial Intelligence/AAAI and Computer Science Teachers’ Associatio-
n/CSTA, 2020). With regards to particular pedagogical methods, Dwivedi
et al. (2021) explored the machine teaching aspects of participatory machine
learning (ML) (Vartiainen et al., 2020) with children in order to guide future
interfaces and early educational experiences. They found that certain infor-
mation and activities such as revealing confidence scores, allowing for model
swapping, and enabling quick data inspection facilitated basic learning of AI
concepts. Thus, existing research, guidelines, and methods indicate that tech-
nology fluency is amenable to several different approaches to training and
education.

Assessing these training and education methods requires a reasonable
method of assessing technical fluency. Because there is no strong consensus
on the operationalization of ATF, standardized measures are currently not
possible. However, researchers have attempted to measure AI fluency related
outcomes both qualitatively and quantitatively.

Qualitative measures are usually administered after some sort of instru-
ctional intervention to gauge whether the intervention was effective. For
example, Kaspersen, Bilstrup and Petersen (2021) developed their Mach-
ine Learning Machine (MLM), a tangible user interface designed to allow
students to iteratively build their own ML models. To gauge students’ know-
ledge and experience with learning basic concepts of ML, they used pre- and
post-interviews, including questions around ML use and design (Kaspersen,
Bilstrup and Petersen, 2021).

Quantitative measures include context/content specific exams (e.g., class
exam, work agency test) or a subset(s) of existing standardized measures
that are deemed reflective of AI and/or technical fluency. For example, the
aforementioned study by Sardone (2011) examining the effect of learning sty-
les on teaching technology fluency used a Dantes Subject Standardized Test
(2004; 2023) as a dependent variable. Finally, while there are few standardi-
zed outcome measures for technical fluency, some researchers have begun to
develop their own or have subsetted items from other standardized measu-
res. For example, in an effort to promote AI literacy through ethics framing,
exposure to AI-enhanced careers, and relating AI to the students’ daily lives,
Zhang et al. (2022) conducted a Developing AI Literacy (DAILy) workshop.
Learning outcomes were measured before and after the workshop with three
instruments: a content specific measure, a scale measuring AI attitudes, and
a career interest questionnaire. In sum, prior work has attempted to capture
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outcomes related to AI and technology fluency, but there are no standard
measures. As the field comes to uncover more aspects of fluency, we hope to
develop measures to assess ATF.

Methodology: Analytic Approach

To arrive at the related work synthesis described above, we began with a sco-
ping overview of the expansive literature on technology and digital literacies
as well as the emerging literature on AI literacy. Given that the concept of
AI literacy and AI fluency are both offshoots of existing literacy frameworks
based on the rapid development of AI technologies, platforms, and tools,
we opted to follow a combined scoping and state-of-the-art review process
(Grant and Booth, 2009). A scoping review was an effective sensitizing appro-
ach, given that AI has been established as a field of interest across multiple
disciplines for decades. In addition, all the authors of this paper are experie-
nced in distinct, but interrelated fields (cognitive science, human-computer
interaction, psychology, learning sciences, digital/computing literacies), so
each could offer starting points for scoping. As a complement to the sco-
ping review, a state-of-the-art review provides a snapshot of the current state
of knowledge and affords a means for identifying potential opportunities for
new and emerging work (Grant and Booth, 2009). This approach yielded
articles ranging from more traditional information and technology literacies
(National Research Council, 1999) and technical skills/training overviews
(Pollard et al., 2022) to emerging frameworks from human-computer inte-
raction design (Long and Magerko, 2020) and education and computing
research (Ng et al., 2021). In addition to general terms such as “digi-
tal literacy,” “information literacy,” “technology literacy”, authors scanned
papers on systems thinking, cognitive models (e.g., procedural flexibility),
computational thinking, adaptive expertise, and future of work/workforce
development. To organize and structure our review, we maintained annota-
ted bibliography notes with brief summaries and notes related to knowledge,
skills, behaviors, dispositions, and mental models that we were uncovering
in our search.

Simultaneous with this review process, the authors engaged in several
rounds of thematic coding (Onwuegbuzie, Frels and Hwang, 2016) to iden-
tify specific aspects of knowledge, skills, behaviors, and abilities that may
contribute to a comprehensive understanding of AI tools and technologies
on the one hand and effective or reflective use of AI systems on the other
(which gradually evolved into Figure 1). After reviewing an initial set of arti-
cles, we used a digital whiteboard tool, Google’s JamboardTM (Google LLC,
2016), to begin open coding. Initial open coding followed a frequency analy-
sis approach, wherein we added terms and phrases that appeared frequently
across various literacy definitions and competencies. Some examples of these
commonalities are the “ability to use”, “be able to adapt to rapidly changing
technologies”, and “ability to create new technologies”. We iteratively com-
bined some concepts while adding more details to others, following several
rounds of thematic coding and discussion to arrive at the main categories of
our initial model.
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Figure 1: Model of AI Technical Fluency (ATF). The left side of the model focuses on
factors that contribute to the development of ATF; the right side of the model focuses
on outcomes or emergent states that reflect one’s degree of ATF.

To provide workforce-related framing to our analysis, we applied a priori
coding categories that loosely combined the knowledge, skills, and attitudes,
or KSAO job attributes model (American Psychological Association, 2023)
and the US Army’s knowledge, skills, and behaviors (KSB) framework (Koch
et al., 2018; Lockhart, 2020). Although the KSAO/KSB framework guided
the process of arriving at the initial ATF model, we remained open to adding
new concepts and terms (e.g., having a sense of AI ethics, engaging creati-
vely and collaboratively with AI systems). To add another dimension to our
analysis that could allow for how ATF can be demonstrated by an individual’s
effective and creative use of AI, we conceived of a spectrum of AI use, from
a “functional” aspect (i.e., the use of a tool, or in this case, technology) to
“expressive”aspect (i.e., having a deep enough understanding to create some-
thing new with the tool, or in this case being able to reformulate, express, and
create technology). We propose that both the functional and expressive com-
ponents represent critical aspects in thinking about how a technically fluent
individual can engage with, and respond to AI systems and tools. That is, to
go beyond AI literacy, we argue that performance should go beyond functio-
nal use (e.g., rote memorization) and encompass expressive use (e.g., creating
new technology).

PROPOSED DEFINITION, FRAMEWORK, AND MODEL

Our analysis resulted in a working definition of AI Technical Fluency as a
set of competencies and attributes that allow people to learn and use AI-
based systems effectively and creatively. We propose a model that maps
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out pathways between predictors to ATF (KSABs) and potential outcome
measures that reflect an individual’s degree of ATF. Effectively, the model
also affords educators and trainers with a means for designing AI learning
activities as well as a means for assessing ATF outcomes and actions.

Overview of the ATF Model

To structure, inform, and guide subsequent work on ATF, we propose a wor-
king conceptual model of ATF as shown in Figure 1. ATF is represented as
a box that sits at the center and contains a set of to-be-defined and evolving
components (knowledge, skills, abilities, and behaviors). To the left side of
ATF are factors and their sub-components that may contribute to the overall
development of ATF, and to the right side are outcomes or emergent states
and their sub-components that reflect one’s degree of ATF. The left and right
side of the model allow us to conceptualize the progression of research in
understanding and assessing ATF to be of two sorts: 1) those that focus on
the factors that lead to the development of AI technical fluency, and 2) those
that focus on the processes and outcomes that come into play when AI tech
fluency is “at work” or “in use”. Categorical components and their sub-
components should not be viewed as discrete or separate from each other,
either within or across categories. For example, working memory may play a
role in anomaly detection and rule set shifting and beliefs about AI may place
a role in adaptation.

As we iterate through and test the model, clusters of factors and their
individual sub-components on either side of the model may become core
factors in ATF. The multidimensionality and continuous nature of ATF have
implications for its conceptualization and measurement, however. First, one’s
demonstrated successful use of AI may reflect literacy but not be sufficient for
fluency. For example, an individual who uses Google Maps may be able to
get to their destinations most of the time, but then fail on a particular route
and be unable to troubleshoot because they lack the understanding of the
ways that Google Maps gathers data from the environment. Secondly, one’s
degree of ATF is constantly tested against the rapid changes and adaptati-
ons of a particular technology or class of technologies. That is, one’s degree
of ATF may change as the technology adapts and evolves. To demonstrate a
high degree of ATF continually, one must be in step with these changes and
adaptations.

The measurement of ATF is necessarily contextual – one’s performance
with and understanding of a particular system reflects practice with that
system as well as underlying competencies that allow development of per-
formance. The contextual nature of measurement means that a variety of
measurement situations may be required to identify ATF as distinct from
extensive practice with a specific system.

Factors Contributing to the Development of ATF

In the initial model, we distinguished between factors that contribute to the
development of ATF and outcomes that flow from ATF, though we expect
that developing ATF may also improve the cognitive abilities and other
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characteristics that enable ATF. We clustered these factors into four broad
categories: understanding of AI, attitudes and personality, adaptation, and
other cognitive abilities.

A general understanding of AI can contribute to ATF by enabling the con-
struction of better mental models and a calibration of expectations for AI
performance. In addition, people who have a higher awareness of algori-
thms are more likely to have higher engagement with technology than those
who have lower algorithm awareness, potentially leading to a self-reinforcing
loop (Siles, Valerio-Alfaro and Meléndez-Moran, 2022). In general, a better
understanding of how AI gathers, stores, and processes data can improve
interaction effectiveness (Pollard et al., 2022).

Attitudes and personality, such as tolerance of ambiguity and openness to
experience, also should contribute to ATF by increasing willingness to adapt
and use new technologies as well as boosting willingness to trust AI systems
(Oprins, Bosch and Venrooij, 2018; Schmidt and Biessmann, 2020; Roberts
et al., 2021). In addition, there are complicated relationships between the
traits of a user and their responses to interpretability and explainability, two
characteristics of AI which will be important in the future (Gleaves, Schwartz
and Broniatowski, 2020).

Adaptability, defined as “an individual’s ability, skill, disposition, wil-
lingness, and/or motivation, to change or fit different task, social, and
environmental features” (Ployhart and Bliese, 2006), should allow people
to change their approaches and understanding of technology to adapt to the
rapid pace of technical change in the AI space. Previous work at the Army
Research Laboratory has identified adaptive behaviors that could be used to
predict ATF (Pollard et al., 2022).

Besides the factors that affect adaptability, other cognitive abilities may
also contribute to successful performance with AI systems, including both
basic cognitive abilities like working memory or inductive reasoning and
more specific abilities like probabilistic reasoning (How and Hung, 2019).
Another potential factor contributing to algorithmic awareness and thus
engagement with AI is temporal processing (Siles, Valerio-Alfaro and
Meléndez-Moran, 2022).

Outcomes That Reflect a Person or Team’s Level of ATF

Measuring ATF depends on having a model of how a person or team’s ATF
is reflected in their performance using an AI and adapting to new AI systems.
Though we expect that ATF will continue to develop across a person’s inte-
raction with AI systems, we also expect that there will be some indicators of
current level of ATF that arise from that interaction.

We posit two categories of outcome that will reflect a person’s degree of
ATF: their use of a specific AI system, and their expressed mental model of
that system. Effective use is necessary but does not necessarily mean that the
person understands the system and can generalize their actions to new situa-
tions – they may have memorized a set of actions or may be using a mental
model that applies only to the current task This mental model is related to
algorithm awareness, which Siles et al. (2022) claim includes expectations
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for model performance, personalization, and training. By accurately under-
standing the systems that they are using, people are more able to shape
the outcomes of their interactions. This definition matches with the coding
scheme for AI literacy from Ng et al. (2021) by including an aspect of AI
understanding and an aspect of AI use.

CONCLUSION

AI Technical Fluency describes the human components of successful human-
AI interaction. Understanding and operationalizing this concept will provide
a starting point for research into selection for AI-intensive jobs and into trai-
ning people to effectively work with new AI-enabled technologies. We posit
that ATF flows from attributes that individuals have before encountering a
specific technology and manifest through accurate use and understanding of
AI systems in context.
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