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ABSTRACT

With the increasing availability of data in enterprises of all industry sectors, new date-
based ideas arise, including artificial intelligence (AI) solutions. For those enterprises
which have no experience in the implementation of such projects, data science pro-
cess models can assist in structuring them. We have observed that the majority of the
available models do not involve people, their activities, and the associated processes
in detail. A possible reason for this is, that many of these models were created with
a focus on the data processing and not necessarily to introduce ongoing data-based
applications. To close this gap, this paper analyses the aspects which should be inclu-
ded in project preparation, especially requirements analysis, and which methods and
tools are adequate to support these steps. These considerations are even more impor-
tant for AI projects, since it is not necessarily clear from the beginning to which extent
the required information is contained in the available data and whether the data is suf-
ficient for the project goals. In addition, it should also be checked strategically whether
the idea fits the company’s goals and thus offers added value for the company. During
the requirements analysis, affected users, their activities and processes are specifi-
cally focussed. During these steps, some conceptual information such as formalised
current and target processes can be documented, which in turn can help when the
implementation is done and the solution is brought to operation.
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INTRODUCTION

Project ideas for new data-based solutions can come from both sides, the
workforce, and the management. The difficulty of both approaches is to
bring the other party along in the process and to understand what their moti-
ves are for the project idea. According to a survey by IDG Research Service,
32 percent of German companies still see the lack of acceptance by employees
as the most critical factor for the failure of data-based projects (Reder, 2021).
That’s why it’s important, regardless of whether top-down or bottom-up pro-
jects are launched, to involve people and not let the project start with the data.
What does this mean for the employees in the specialist departments and for
the management level in the company? A detailed analysis of the technical,
organisational and human requirements should be carried out to successfully
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implement the project (Hacker, 2018; Strohm, 1997). A structured approach,
which also provides methods and tools, can support this.

STRUCTURED PROCEDURE FOR PROJECT PREPARATION

A structured and detailed analysis in the beginning is an important success
factor for utilising the results and bringing solutions into practice in the end
of the project. This is even more important for data-based projects, as the
effort required is often significantly higher than for classic IT projects. One
reason for this is that it is rarely clear from the outset to which extent the
existing data contains the relevant information and whether it is sufficient
for the project idea.

The importance of recording the requirements for the project is shown,
for example, by the findings of the BMBF project “SmartAIwork” (Tombeil
et al. 2021). In this project, attempts were made to pilot the introduction of
AI applications (artificial intelligence) in processing at three companies from
the trades industry and public administration. It became clear that it is not
sufficient to simply record standard requirements for a project, but to deal
with them in detail and in an integrated manner:

• Needs from user perspective
• Affected processes
• Key activities and
• Legal conditions.

It became clear that the objectives and economic viability, as well as the
overall requirements from the analyses at the end of the stocktaking, indicate
whether the project idea can go into conception or not.

Based on these findings, it was our concern to investigate whether there are
models or methods that can support the selection and implementation pro-
cess.We researched and analysed freely available data science process models.
The respective process steps of the models were analysed, especially the use of
methods and tools (Kutzias et al. 2023). The results of the comparative analy-
sis of existing data science process models showed that technical aspects such
as data preparation, understanding and exploration as well as model selection
and construction are usually explicitly addressed and provided with concrete
tool recommendations. However, aspects that are necessary especially for the
preparation of a data-based projects are rarely focused. Except for the goals
and economic efficiency, none of the analysed models deals with these aspe-
cts in detail. CRISP-DM (Cross-Industry Standard Process for Data Mining)
(Chapman et al. 2000), TDSP (Team Data Science Process) (Microsoft, 2020)
and DASC-PM (Data Science Process Model) (Schulz et al. 2020) even with
concrete tool recommendations. The situation is similar when it comes to
recording the requirements for the project. Here, the CRISP-DM, DASC-PM,
and EDDA (Engineering Data-Driven Applications) (Hesenius et al. 2019)
provide concrete assistance.

Requirements that arise from the needs of the stakeholders are only addres-
sed in the CRISP-DM, but without tools and only considered as a marginal
issue in the KDD (Knowledge Discovery in Databases) (Fayyad et al. 1996).
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The need to deal with the affected processes and the associated key activities is
not considered in any model, except for CRISP-DM as a marginal phenome-
non. The situation is different for legal issues, where four of the seven models
(CRISP-DM, ILG (The lightweight IBM Cloud Garage Method for data sci-
ence) (Kienzler, 2019), EDDA, DASC-PM) state that it is important to deal
with this fact, but not with concrete recommendations for implementation.

This shows that the existing models in the field of requirements elicitation
at the beginning of a data-based project have gaps which should be closed
for the project manager. To fill these gaps, the project preparation and its
steps are discussed below. Each step is briefly described and enriched with
examples of methods and tools. The sequence of steps is not mandatory, it
only serves as an exemplary implementation. It may make sense to work on
steps simultaneously, in a different order or not at all if they are not relevant
for the project.

OBJECTIVE AND ECONOMY

The first step is to define the goals of the project. If the project idea comes
from the specialist department, it is advisable to check whether there is an
overarching AI strategy for the company to align the project with it if neces-
sary and to prevent premature termination. Another point to consider is
whether the project can be commercially viable, e.g. explicitly by providing
a new service or business model, or implicitly by optimising an internal pro-
cess. To answer this question, it is advisable to look at the requirements of the
project for making a final assessment. This step can be supported, for exam-
ple, by a business model canvas that can be filled in throughout the entire
preparation phase.

Business Model Canvas

With the help of the Business Model Canvas, which was developed by Ale-
xander Osterwalder, it is possible to visualise and structure new ideas in
order to discuss them with all participants (Osterwalder and Pigneur, 2011).
Numerous free templates are available for this purpose.

NEEDS FROM USER PERSPECTIVE

Especially in data-based projects, user acceptance is a not unimportant com-
ponent (Reder, 2021). For this reason, it may be necessary to address users’
needs early on and integrate them into the process. In this way, they can
communicate their needs and fears, and these can be considered when deve-
loping the requirements and aligning the goals. The technology acceptance
model or the persona method (see below) can support the development of
requirements.

Technology Acceptance Model (TAM)

With the help of TAM (Davis, 1989) the technology acceptance can be exa-
mined from the view of the participants, for the pending project. The origin
of TAM lies in the psychological theory of reasoned action (TRA), which
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attempts to explain behaviour (Fishbein and Ajzen, 1975). This was used
to examine two major factors in the first simple model of TAM, perceived
ease of use and usefulness related to the new application and the associated
dependent variable of the user behavioural intention (King and He, 2006).

Persona Method

The persona method was developed by A. Cooper for user-centred human-
computer interaction (Cooper, 1999). It aims to define future user models
for a fictitious characteristic person of this target group (Pruitt and Grudin,
2003; Schneidewind et al. 2012). This can help designers and developers to
align (data-based) project with the needs of the users (Holzinger et al. 2022).

PROCESSES INVOLVED

Weske defines that a business process consists of activities that are carried
out in a coordinated manner in an organisational and technical environment.
With the purpose of achieving a common goal (Weske, 2019). The process
may have been specifically created and implemented or it may have grown
over time. By using data or AI, a (partially) manual process can become a
supported or even automated process in the future.

In order to analyse where optimisation potential exists in processes by
identifying process steps that do not add value or have the potential to
automate or support activities through the use of data, the process should
be captured in its as-is state. The process mapping and makigami methods
described below can be used for this purpose.

If the target process is clear, it should be modelled, especially with regard
to the expected human-technology interaction. Process modelling languages
can serve this purpose.

Process Mapping

According to the authors, process mapping is an instrument for structured
process mapping involving affected employees and experts. It makes it possi-
ble to visualise interrelationships within the process and including the existing
interfaces within and outside the workflow, thus revealing weak points or
work steps that do not add value. It also provides rules for redesigning proces-
ses. The analysis is often done through workshops and brown papers (Hunt,
1996; Hofmann, 2020).

Makigami

Sonntag and Alexander describe the Makigami method as a way of making
company processes transparent to identify value-adding and non-value-
adding activities that are necessary in the process and to derive optimisation
potential from them. For this purpose, time sequences (throughput times,
action times, idle times, etc.), the number of interfaces (problems) between
departments and process owners as well as the exchanged documents and
data carriers are recorded. The survey can be carried out very easily on a
sheet of paper, according to predefined rules (Sonntag and Alexander, 2015).
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Process Modelling Languages

Probably the most widespread graphical process modelling languages are
BPMN (Business Process Model and Notation) and UML (Unified Model-
ling Language), which have been standardised and specified by the Object
Management Group (OMG).

The main objective of BPMN is to use simple notation to make a busi-
ness process comprehensible to all people involved. This includes first drafts,
up to technical developments or the later administration and monitoring of
processes and their responsibilities (Object Management Group 2013).

The UML specification by Cook et al. (Cook et al. 2015) aims to support
system architects, software engineers and software developers in the analy-
sis, design and implementation of software-based systems. It also supports
project managers in modelling business and similar processes. For this pur-
pose, rules for semantics and syntax were defined, which must be adhered
to. The specification of human-readable notation elements to represent the
individual UML modelling concepts and rules can, in combination, lead to a
variety of different diagram types such as activity diagrams, component dia-
grams, class diagrams, etc., which correspond to the different aspects of the
modelled systems and processes.

For the use case of human-technology interaction to automate or support
sub-processes, it is relevant to show who will take over which task in the
future and when.

For the use of these tools, paper, various office tools or specially designed
process modelling tools, which are available on the market in large numbers,
can be used.

KEY ACTIVITIES

When considering data-driven projects, it is important to find out which
activities can be automated or supported. The distinction between routine
and non-routine activities can help here. Routine activities describe tasks
that can be performed by the computer in a limited and well-defined set of
cognitive and manual activities, following explicit rules (Autor et al. 2003).
Non-routine activities require decisions for complex and possibly novel pro-
blems and communication activities, in which the computer can assist, but
usually does not take over the whole task (Autor et al. 2003; Autor and
Dorn, 2013; Frey and Osborne, 2013). It is important to analyse the acti-
vities in the project context for these characteristics to identify the potential
for automatability. The recording of all activities in the process can be done
using shadowing methods and the analysis and classification of activities
into routine and non-routine using a matrix for cognition and interaction
requirements, both of which are briefly presented below.

Shadowing Method

This method supports the recording of previous activities in the process
concerned by observing users performing their activities without disturbing
or influencing them (McDonald, 2005). This helps to understand the pro-
cess better and helps to identify routine and non-routine tasks. However, the
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method should consider that, depending on the task, data protection may be
an issue.

Matrix on Cognition and Interaction Requirements

Tombeil et al. describe how the question of the automatability of key activities
can be investigated by means of the matrix on cognitive and interactio-
nal requirements. In doing so, the proportion of cognitive and interactive
demands on the activity is investigated. For visualisation purposes, the two
requirements are compared on two axes. The lower left quadrant represents
the routine activities, where both requirements are classified as low. All other
quadrants are formally classified as non-routine activities for the time being
(Tombeil et al. 2020). Hacker divides the dimension of cognitive requirements
into knowledge work and innovation work. Algorithmic thinking can be seen
as knowledge work, which can be replaced by computer-based algorithms. A
simple example is the generation of automatic texts from digital informa-
tion for weather or sports reports. Innovation work is becoming increasingly
important but remains with humans for the time being (Hacker, 2016). The
interaction requirements of the users result from the relationship structures
between service providers and service recipients (Böhle and Weihrich, 2020).
For example, the interaction requirements are low in archive management
and high in telephone customer service.

LEGAL

When using AI or data in products and services, law, regulation, and ethics
are serious issues that the company must deal with. This means, for exam-
ple, that legal requirements must be fulfilled within the framework of the EU
General Data Protection Regulation (EU-GDPR) and the traceability of deci-
sions or the creation of trustworthy AI must be ensured (Rodrigues, 2020;
Vocelka, 2023). We refrain from recommending a method at this point, as
the regulations and obligations are very extensive and also depend on the
legislation in the respective country. Furthermore, the current legal situation
must be reviewed and considered individually at any time to consider possible
changes. Together with the complexity of the domain already mentioned, we
advise against non-experts becoming active here and recommend outsourcing
relevant issues to internal or external legal experts.

REQUIREMENTS

In the final point of the requirements, the results from the preceding analyses
are brought together and, if relevant for the project, supplemented by further
requirements such as usability (ISO/FDIS 9241-210:2019) or explainable AI
(Haque et al. 2023). Afterwards, extensive information is available to decide
for or against the project implementation.

CONCLUSION

In this paper, the early phase of project preparation was discussed and analy-
sed to address frequent gaps in existing data science process models. The
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topics of affected processes, key activities, actor needs, and legal aspects were
analysed, which can yield important requirements of AI or data-based pro-
jects. These were enriched with examples of possible methods and tools to
give a first impression of how to approach these topics. By means of this
structured approach of the early phase of a project, (project) managers are
enabled to make thoroughly informed decisions about project implementa-
tion. In addition, the analyses of the discussed topics provide a good basis for
the further course of the project, as the results can be utilised in later phases
of the project.
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