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ABSTRACT

Data science and artificial intelligence have passed the stage of innovative trends. The
applications in practice increase with every year with enterprises of all industry sectors
creating new solutions utilising their data. However, there is much to learn for the
enterprises, especially for those new to the implementation of information techno-
logy and data-based projects. Data science process models can assist in structuring
such projects by giving ideal-typical project structures and assist with the provision of
explanations, best practices, and concrete tools. One aspect which is rarely covered
by data science process models is the utilisation of the results beyond their technical
integration. This includes the risk of failing in operation due to missed requirements
regarding affected employees or organisational aspects of the enterprises, especi-
ally their business processes. This paper provides an overview of relevant aspects
for the integration of new data-based solutions into practice, i. e. the socio-technical
system environment of the enterprise. Bridges to different project phases and results
are shown to derive measures for integration. In addition, common tools for handling
the arising challenges and tasks are listed and briefly discussed.

Keywords: Data science, Artificial intelligence, Process model, Methodology, Project manage-
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INTRODUCTION

Data science process models as tools to support project management in data-
based projects, especially including artificial intelligence (AI), are a rather
new field of research. The Knowledge Discovery in Databases (KDD) Process
(Fayyad et al. 1996) was identified as the initial approach and the CRoss-
Industry Standard Process for Data Mining (CRISP-DM) (Chapman et al.
2000) has often been regarded as the central approach of evolution (Mariscal
et al. 2010). CRISP-DM was often identified as the de facto standard in this
area, even in recent years (Martínez-Plumed et al. 2020). Despite the existe-
nce of such guidelines, the proven value of the related technologies and the
growing maturity of available technologies, it was stated that most proje-
cts fail (Volk et al. 2020). The existing guidelines, including explicitly listed
KDD Process and CRISP-DM,were identified to be hard to apply and to only
cover isolated aspects or at least not full projects from start to end (Volk et al.
2020). Even though CRISP-DM comes from practice and contains a step for
utilising the results compared to KDD process, this step is not comprehensive
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(Schulz et al. 2020). A data science process model omitting relevant project
steps such as the utilisation of the results can thus be seen as a model assisting
in prototype development instead of solution development for productivity.
Even if the surrounding challenges often come from the business domain and
do not always heavily differ from the challenges of classic projects, differences
such as AI-specific requirements (e.g. explainability of the model) or human
reservations regarding the “magic black box endangering their job” (Kutzias
and Dukino 2022) can make the difference between a successful project and
a failed one.

The coverage of all relevant project aspects was later identified as one of
several desirable characteristics of data science process models and called
“Continuity” (Kutzias et al. 2021). This paper focusses on the utilisation of
the results as an important late phase of data-based projects, briefly descri-
bes the important contents of this phase, points out important dependencies
to earlier project phases and finally discusses how to face related steps and
challenges from the perspective of a project manager.

UTILISING THE RESULTS

In previous work, contents of data science projects were identified, and a gap
analysis was performed with seven data science process models. The results
include several relevant contents which are rarely covered by data science
process models (Kutzias et al. 2023). The late project phase, the utilisation
of the results, is most notably affected by this phenomenon. Usually, only
the technical utilisation, namely the deployment, is covered by the analysed
process models. The central contents of the phase are briefly described in the
following.

“Deployment and Operation” consists of the technical tasks for utilising
the data-based results from the given project. It encompasses all [technical]
steps after model training and evaluation, including packaging the model in a
format appropriate for deployment, publishing to a model registry or storage,
integrating the model into a broader software system, serving, and monito-
ring (Kolltveit and Li 2022). The related efforts heavily depend on the projects
environment since projects usually do not happen on a green field. The requi-
red (sub-)systems and their integration may be already given, be bought or be
subject to extensive software development. Some even argue, that a data sci-
ence project must be embedded in a software engineering process (Hesenius
et al. 2019).

Depending on the expected efforts for deployment and operation, espe-
cially the integration, monitoring during operation and changes after the
project, the degree of support and automatism may become an impor-
tant aspect. To this end, machine learning operations (MLOps) describe
approaches for this support. MLOps is still a vague term and its con-
sequences for researchers and professionals are ambiguous (Kreuzberger
et al. 2022). In simple terms, it means DevOps for machine learning,
enabling developers to collaborate and increase the pace at which AI
models can be developed, deployed, scaled, monitored, and retrained
(Garg et al. 2021).
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“Change of Qualification” consists of all kinds of changes related to the
qualification of affected employees ranging from training over completely
new roles to ceasing ones. While implicitly re-defining parts of the required
job profiles of the enterprise, the change of qualification as part of a project
is about reaching the required qualification in sufficient quantity for utilising
the projects results. It is not necessarily restricted to the core of the results:
New tasks and also roles (and therefore qualification requirements) can for
example result from new or adapted secondary processes such as monito-
ring and maintenance from deployment and operations (Kutzias and Dukino
2022).

Particularly with AI in practice, employee learning plays an essential role
for organisational development (Sen et al. 2022). A common consequence of
AI in practice is the need for skilled workers with AI knowledge and compe-
tencies (Rott et al. 2022). This especially impacts the change of qualification
when humans must collaborate with AI-solutions not hiding in the back-
ground. Another common consequence is the requirement of increased social
skills when AI is solving a larger part of the analytical tasks (Huang et al.
2019).

“Change of Processes” consists of all kinds of process adaptions, ceasing
of processes and establishing of new ones. In addition, the adaption of work
activities as the smallest units of processes is included. Humans, as the pro-
verbial creatures of habit, tend to repeat the same behaviours in recurring
contexts (Wood and Rünger 2016). The resulting challenge is to effectively
make employees change the way they work. In addition to this fundamen-
tal resistance to change, different challenges may arise such as resistance due
to fear of coming changes (Vasiljeva et al. 2021), which may be particularly
high for AI as the magic black box technology, potentially endangering their
jobs. It is subject to the change of processes to identify such challenges in
a timely manner and to overcome them before implementing the concrete
changes.

Inputs From (Earlier) Project Phases

The previously described contents of the utilisation of the results contain
several changes which are subject to planning in a timely manner. Thus, a
project leader should think about these changes and their handling in the
very beginning of a project. By such an early planning, several earlier steps
within different phases of the project can be tailored to give useful input for
the utilisation of the results. An overview of earlier phases with their contents
can be found in (Kutzias et al. 2023). This section describes several important
steps with input for the utilisation of the results. The details may and will vary
for each project. The overview can be seen in Figure 1.

• The Goal and Requirements can directly yield important input for the uti-
lisation phase. Requirements such as the existence of CI/CD (Continuous
Integration and Continuous Deployment) for the resulting solution dire-
ctly result in input for the deployment and operation. Processes themselves
are often subject to change and their modelling is acknowledged as a cri-
tical success factor for information system development (La Vara et al.
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Figure 1: Visualisation of the central steps for utilising the results with relevant steps
from earlier project phases giving important input.

2008). Modelled processes can be used for planning of changes as well as
their transparent communication.

• The Selection of Technology directly affects the required future qualifica-
tions. Users must be capable of using the technology, may it be end users,
developers, or maintainers. This selection can have negative impacts on
the required resources when technological debts arise (Magnusson and
Bygstad 2014) and should therefore be aligned with the strategy of the
enterprise.

• The System Architecture describes the components of the final system
as well as its interfaces. It can be hard to define the architecture in the
beginning, therefore some changes may occur during the process (Kienz-
ler 2019). In theory, implementation of the system architecture could be
parallelised with the model development but doing so would include the
risk of implementation and failing in the final evaluation which decides
about exiting, refining, or bringing the solution into operation.

• The Data Architecture defines all relevant aspects of storing and acces-
sing the data. Some parts of it are systems and therefore also part of the
system architecture. In addition, more details such as database schemes
and types are included. An architecture, which automatically integrates
data and enables the usage of variable analysis tools, without the conside-
ration about the specific data formats of the sources, can greatly enhance
the impact of data analysis (Trunzer et al. 2017). It heavily influences
the deployment and operation both for the initial deployment as well
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as operational tasks such as handling new data or later improvement
processes.

• The Model and its fundamental characteristics such as being an online
model affect the necessary system environment by requiring interfaces for
data provision. Depending on format requirements of the data and the
integration of possibly relevant robustness aspects directly in the model, it
may be necessary to implement pre- and postprocessing steps in addition
to the model. Such implementations are subject to the deployment and
operations.

• Deployment and Operation can itself require new secondary processes
such as (semi-)automatic monitoring. Related processes are part of the
change of processes in the same way as other business processes. Such
new processes and the related technologies as well as the deployment and
operations (e. g. MLOps technology) may require certain qualifications
which are subject to the change of qualification within the project.

• The Change of Processes also affects the change of qualification by chan-
ging the way the employees work. This reflects the previously mentioned
shift to higher social skill requirements as well as AI-related skills for
human-AI-cooperation. Since such changes are rarely the direct goal or
requirement of data-based projects (they may be in strategic projects,
though), the input is presented indirectly by the change of processes.

Each of these steps includes one or several common inputs for the utili-
sation of the results. Some of them arise in the beginning of a project and
can therefore directly be communicated and distributed while others can be
planned as likely to happen, but arise later, e. g. during the implementation
phase. A summary of these inputs including their phase of likely occurrence
and examples can be found in Table 1.

Facing the Arising Tasks and Challenges

Deployment and Operation: Implementing DevOps concepts such as CI/CD
for MLOps has challenging issues and exclusive tooling for the implementa-
tion is usually provided by cloud providers (Garg et al. 2021). Depending on
experiences (not only in data-based projects, but also software development),
the degree of automatism can be chosen which heavily impacts the comple-
xity of MLOps systems. Despite the novelty of the topic, some guidelines
and samples exist. John et al. describe the different degrees of automatism as
their MLOps maturity model with four steps: 1) automated data collection,
2) automated model deployment, 3) semi-automated model monitoring, and
4) fully-automated model deployment (John et al. 2021). The authors also
describe theirMLOps framework as an abstract system architecture. Another
such MLOps architecture is presented by Kreuzberger et al. and supple-
mented by an interview-based study which presents concrete tools for the
different components of the architecture used by their interviewees in practice
(Kreuzberger et al. 2022).

Change of Processes: There is a multitude of different definitions of
“change” in the literature (Hrytsenko et al. 2021). Several definitions talk
of change as a pure strategic aspect, consisting of serious changes on the
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Table 1. Summary of the most common inputs for the utilisation of the results. The
phases are numbered as follows: 1) goal and requirements, 2) structured
project setup, 3) concepts and implementation, and 4) utilisation of the results.

Input Phase Example

Requirements 1 There must be a continuous monitoring of the
results performed by the affected divisions.

Modelled processes
(current vs. target)

1 A process for handling support tickets is changed
by automatising manual matching to responsible
divisions.

Technology
Competence

2 Python programmers and analysts are required to
continuously optimise the developed models in
productivity.

Technology
Restrictions

2 Monitoring must be possible in the enterprises’
standard visualisation tool.

System Architecture 3 A device management and related interfaces must
be implemented for maintenance in productivity.

Data Architecture 3 A new data mart must be implemented for a
focussed access in addition to the integration of
new sensor data into a data warehouse.

Model Requirements 3 Data must arrive in interpolated streamlines and
needs to be post processed by applying a noise
filter for higher model robustness.

New Secondary
Processes

4 A model needs to be retrained with new market
data in recurring intervals, requiring a continuous
improvement process.

Change of Processes
and Work

4 A new chatbot handles a huge share of standard
questions, resulting in different skill requirements
for a service team.

enterprise level or at least inter-divisional. Other definitions take smaller
changes for processes and activities into account. In this work, the latter
understanding of change is used. Nevertheless, both levels of change are
highly related and can often be handled by the same or similar measures, since
managing change is about managing people as the core activators of work-
place performance (Moran and Brightman 2000). Motivation, including the
elimination of the aforementioned possible resistances, is a prerequisite for
successful change. In addition, to be able to mentally change the way of wor-
king, time and focus are required to bring the changes to effect. Classical
change management approaches such as Kurt Lewin’s change management
model (consisting of three phases: 1) unfreezing, 2) change, and 3) refreezing)
or adaptions such as discussed in (Hussain et al. 2018) can assist the pro-
ject management in successfully managing change. An overview of different
change management methods can be found in (Smith et al. 2022).

Change of Qualification: The change of qualification contains several clas-
sical aspects of project management not specific to data-based projects. An
important factor is the planning and starting in a timely manner. For exam-
ple, there may be major differences in the required lead time for training
when a) doing it with the project team, b) doing it with a different division,
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or c) outsource the training to another enterprise. Some of the new quali-
fications can directly be derived from the selected technologies. When, for
example, Python is chosen as a programming language with a defined set of
packages and libraries, these selections directly result in qualification requi-
rements. More complex questions arise for new, data-related areas, especially
MLOps. Kreuzberger et al. give a detailed overview of roles and competences
required for this area complementing their architecture (Kreuzberger et al.
2022). The previously mentioned AI knowledge is another new competence
field, bolstering end user performance in areas where humans and machi-
nes work in cooperation. Such human-machine symbiosis is advanced by the
human understanding of the machine (Grigsby 2018), resulting in required
AI knowledge.

CONCLUSION

This work analyses the often-omitted utilisation of results in data-based pro-
jects as a late phase of such projects making the difference between prototype
development and solution development for operation. The key contents of
that phase are outlined and discussed, which are “deployment and opera-
tion”, “change of processes”, and “change of qualification”. For effective
handling, different inputs from earlier project phases should be aligned with
these late steps by the project management. These inputs and their origin are
presented and discussed as important factors for successful project comple-
tion. Finally, different approaches and methodologies are briefly presented,
outlining how to face the arising tasks and challenges. Many of the tasks
and challenges are not specific to data-based projects, but several differences
exist, and it is an important task for project managers to know and handle
them for project success. An early planning, especially for clean preparations
of inputs for the utilisation phase of a project, is identified being crucial for
success.
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