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ABSTRACT

Nowadays, musical mixing platforms are featured with programmed interventions and digitized information
visualization to support DJ’s performance (Montano, 2010), however, the visualization is always obscure to
the average music consumers (Beamish, Maclean, and Fels, 2004). Being a well-performed DJ requires the
level of expertise and experience that most average music consumers lack (Cliff, 2000), as every audience
has a completely different taste in music (Schafer and Sedimeier, 2010). This study aims at developing an
Al / ML-based system to lower the bar for novice DJs and even average music consumers to create person-
alized music remixes. Generally, music can be intelligently composed by analyzing harmonic and melodic
features to generate genre-specific compositional elements or to alter the compositional structure of a song
(Tan and Li, 2021). Despite the technical breakthroughs that have been made, listeners have reacted neg-
atively to this music due to the lack of user data to back it up and the neglect of the user’s perception of
the piece (Tigre Moura and Maw, 2021). In a conventional scenario, DJs can express their attitudes towards
music preferences by listening to the music directly, which requires a well understanding of the audience’s
mind. Following the recent launch and explosion of ChatGPT, which has evidenced that an intelligent sys-
tem could help users innovate by solving their problems in textual form through conversational interactions
(Dis et al., 2023; Dwivedi et al., 2023); also collecting the users’ feedback through conversations, observing
user reactions, and inviting user reviews. Such Al-enabled systems are able to learn about the user’s pre-
ferred music style and various DJ mixing techniques. This study adopts a typical human-in-the-loop (HITL)
approach to develop a crowd-learning music mixing system implementing Al and Virtual Reality technolo-
gies. The proposed HITL-based co-music arrangement system should be able to collect musical data and
techniques; a VR environment is built to provide users with a platform to record user-created music and cor-
responding applied methods as well as audience ratings worldwide. After processing the data, users can
try out a compilation of songs assisted by a robotic arm. With the help of the robotic arm, it will be easier
and faster for users to create collections with a personal touch and more specific techniques. The essential
functions include: a) Providing users with an immersive environment to learn the basic operations of the
DJ console. b) Collecting the user’s preferences for compilation techniques and the content of different DJ’s
compositions for use through an “immersive online multiplayer music compilation platform” to generate
a personalized library of methods to help the user compile songs; c) Assisting the user in creating their
preferred individual compilation style faster as they try out the DJ's operations; d) Indicating to the user
where the music needs to be equalized, switched or arranged. Instead of showing the user the digital music
signal to assist in creating more efficiently, the system directly operates on the DJ console. User experience
experiments were conducted with both novice DJs and experienced DJs to validate whether the proposed
system could help humans in creating more engaging music with stronger musicality. Five participants,
respectively three novice DJs and two experienced DJs, joined two experiments of half an hour on a virtual
DJ and an actual DJ console. They started the experiment by experiencing the virtual DJ console and DJ
community in VR. They remixed independently first and then collaborated with the robotic arm together for
music production on the actual DJ console. Three different audience also joined the experiment to evaluate
the performance of users. The result was that the music produced with the robotic arm had better musical-
ity. The user’s attitude towards the whole experience, reflected in whether the music was rhythmic or the
system was inspiring was recorded in the feedback. Overall, the users had a satisfying and smooth experi-
ence, and the collaborative music remixing had a certain level of musicality, but there is still some room for
improvement in terms of user understanding. However, the users expressed that this fresh collaborative
approach made them more interested in DJing and motivated their desire to learn and create.
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INTRODUCTION TO CURRENT DJ MUSIC REMIXING

Musical mixing platforms now employ various features such as programmed
interventions and digitized information visualization to help D]Js in their per-
formances (Montano, 2010). These features display aspects of the music
such as beat synchronization, parameter analysis, and content context (music
genre) analysis to assist users in making more informed choices during the
music production process (Schwarz and Fourer, 2021). However, such visu-
alizations can be obscure to the average music consumer (Beamish, Maclean,
and Fels, 2004). Without basic knowledge of music, such as rhythm and
beats, average consumers may find it challenging to understand the princi-
ples of D] performances. On the other hand, even a well-performed DJ cannot
meet the satisfaction of every audience as they have completely different taste
in music (Schafer and Sedlmeier, 2010). These factors pose a significant bar-
rier to becoming a good D], especially for those who create great remixes that
resonate and interact with the audience.

Generally, music can be intelligently composed by analyzing harmonic and
melodic features to generate genre-specific compositional elements or to alter
the compositional structure of a song (Tan and Li, 2021). For DJ music pro-
duction, existing algorithms can generate music accompaniment segments
using machines as D]Js, including tagging music features, automatic transi-
tions between songs, and adjustments to high, medium, and low-frequency
music, all of which are done using digital music signals on computers
(Callander, 2022). Although this facilitates DJs’ work to some extent, it lacks
the performative aspect. In addition, DJ performances also involve the audi-
ence’s reactions and atmosphere, and music produced through computers
often cannot receive positive feedback from the audience (Tigre Moura and
Maw, 2021; Huang et al., 2022). In a conventional scenario, DJs can express
their attitudes towards music preferences by listening to the music directly,
requiring a good understanding of the audience’s mind. This requires DJs to
adjust the content of the songs according to the audience’s attitudes during
the performance. This is where audience feedback and D] performances need
to be combined, which is based on user feedback. ChatGPT is a model based
on user conversational feedback.

Following the recent launch and explosion of ChatGPT, which has evi-
denced that an intelligent system could help users innovate by solving their
problems in textual form through conversational interactions (Dis et al.,
2023; Dwivedi et al., 2023); also collecting the users’ feedback through
conversations, observing user reactions, and inviting user reviews. Such Al-
enabled systems are able to learn about the user’s preferred music style and
various D] mixing techniques, which can help improve the richness of the
performance and capture more user preferences.

Thus, our system aims to improve DJ music creation by integrating the
users’ feedback then replacing the traditional method of audio file generation,
to achieve “collaborative remixing” with robotic arms.

METHODOLOGY

To build the entire human-robot co-creation system (HR-CCS), human-in-
the-loop (HITL) method was applied in this system. HITL has been verified
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to be applicable in the context of machine learning. HITL can change the data
in the machine learning model to adapt to user needs rather than random
sampling (Wu et al., 2022; Kumar, Kaur, and Singh, 2020). In this system,
to address the contradiction between audience feedback on music and DJ
style, and to bring new styles to remixing music, HITL can help improve our
machine learning model. To enable the robotic arm to better understand user
needs and gain user trust for collaborative DJ music mixing, the entire sys-
tem will first collect user preferences on music styles and mixing techniques.
To provide users with multiple mixing patterns and styles and obtain more
diverse data, a VR system in a virtual environment is constructed to collect
such data. These data will be processed and computed, such as by machine
learning, and finally used on the robotic arm to serve collaborative music
production between users and the robotic arm. Based on this relationship,
users play a crucial role in the entire system. Initially, they provide data, and
then the data provided by users is used for themselves. Therefore, the rela-
tionship between the system and users is bidirectional. The system can adapt
and adjust according to user needs, and users can also adjust and optimize
the collaborative co-creation process based on the machine’s feedback.

SYSTEM DESIGN IN ROBOTIC ARM SUPPORTED DJ MUSIC
CO-CREATION WITH HUMAN

A skilled and experienced D] has the ability to execute a diverse range of per-
forming actions, including looping, scratching, mixing, and comprehending
EQ settings. With the number of effects at a DJ’s fingertips, it can be intim-
idating or confusing for new DJs to know which effects they should learn
and how to use them. Furthermore, even experienced DJs can face challenges
utilizing these effects to their full potential. It requires a great deal of manual
dexterity and coordination to manipulate multiple knobs and buttons simul-
taneously. For new DJs, this is where the robotic arm can come in to provide
a solution.

In our design, the robotic arm controls the Pads of sound effects in the
D] controller, making the DJ’s performance stand out and leaving a lasting
impression on the audience. Sound effects, also called Effects (or FX) has
been considered as one of the most critical essential tools for DJs. Effects
change the characteristics of the sound by changing the preset options of the
track, it can react to natural phenomena (like reverb, echo, etc.), or it can
be a digital signal, simulating some artificial effects, adding color and depth
to the track. The range of effects available to a D] encompasses a broad
spectrum, spanning from slight modifications to the sound to outright dis-
tortion. For example, a DJ might use a filter effect to gradually reduce the
high frequencies of a track and create a build-up to engage the audience, or
they use a delay effect to create an echo of a sound to add texture to a track.
These effects provide multiple solutions for creating music tracks and making
smooth transitions between different songs. Also, the usage of Effects is not
only as the most basic music creation tool but also as a mode for masters to
show off their flexibility in handling sound.
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So in concert with the robotic arm, new DJs do not have to be afraid of
complex operations and sound effects selection and can freely control knobs
and faders, and other intuitive and more accessible parts since the system
can help them learn D]J skills more quickly and collaboratively create music
with the robotic arm as a partner, rather than relying on traditional computer
output music files. Professional DJs can feel the joy of creating music with
the robotic arm, according to the effect given by the robotic arm partners to
make a rich and exciting collision. As a reliable partner, the users can master
more new styles as well as create ground-breaking music with the system.

DEVELOPING AN ROBOTIC ARM SUPPORTED DJ MUSIC CREATION
SYSTEM

To implement this system, a virtual DJ environment was built on Oculus
Quest. In this environment, users can experience the operation of a DJ console
(See Figure 1). The sides of the D] console control different song playback
and effects, simulating the functionality of a real-life D] console. Users are
allowed to select songs from the menu above and play with tricks on the DJ
console to create their own remixing. Based on the special properties of the
VR environment, D] performances that were once limited to a specific loca-
tion can now be experienced by music enthusiasts around the world through
VR glasses in an immersive way.

Lolipop (Remix)

Figure 1: Virtual DJ console for users to learn and operate in VR.

‘Data on user preferences has been collected and this forms the basis for
iterative enhancement of the model for machine learning using the HITL
approach in VR, where more targeted samples are used to improve the accu-
racy of the model. In this system we are supported by Edge Impulse. Data
styles from VR are first manually filtered into drums and uploaded to Edge
Impulse with labels to set up the database. Features were then generated
and models were built with the appropriate sample size, algorithm, etc. (see
Figure 2) selected. We finally achieved an idealised model and downloaded it
locally.
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Model Model version: @ | Quantized (int8)

Last training performance (validation set)

100.0% 0.01

Figure 2: Machine learning model in edge impulse.

In order to apply the model to the robotic arm and allow it to respond to
the real-time audio, the Arduino Uno was used as a bridge between the model
calculations on the computer and the movement of the arm. The real-time
classification of musical features is converted into electrical signals which
are read by the robotic arm to control the movement patterns of the differ-
ent effects. The arm converts the electrical signals it reads into coordinate
system values to control the range and behaviour of the arm’s movements
(see Figure 3).

Figure 3: Operation of the robotic arm.

According to the previous steps, the users are allowed to operate one side
of the D] console while the robotic arm can operate on the other side to add
some effects to enrich the remixing.

USER EXPERIENCE EXPERIMENT

According to the complete system described above, a user experience exper-
iment was conducted to verify that both novice and experienced DJs can use
the system and robotic arm to perform mixing operations. Five users partic-
ipated in the experiment, including three novices and two experienced D]Js.
They used the system in its entirety, including learning basic operations on a
virtual D] console in VR, watching others’ works to express their preferences,
and collaborating with the robotic arm to create music. In addition, three lis-
teners independently evaluated the music created by the users and the mixed
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songs created in collaboration with the robotic arm during the experiment
to verify whether the music performances created by human and machine
collaboration are more attractive to users. After completing the entire exper-
iment process, users completed a user experience feedback form to express
their satisfaction with the system and their understanding of collaborative D]
music production.

Novice DJs were the first to participate in the experiment. They first
learned some basic mixing and effects operations on a virtual DJ console
in VR. After understanding these operations, they selected one to two songs
to create music on a physical D] console. Then, the robotic arm was added
to collaborate with the user in mixing operations. During this process, the
audience watched the user’s mixing performance and evaluated it based on
five dimensions: sense of rhythm, transition, creativity, stage presence, and
interaction. Based on these five dimensions, we defined five levels: poor,
fair, good, outstanding, and excellent. The complete audience evaluation
form (see Table 1). Listeners could check the corresponding evaluation crite-
ria to complete the evaluation of the user’s performance in the experiment.
After completing the user experience test, users completed a Google form to
provide feedback on the system.

Table 1. Audiencee evaluation on musical performance.

Criteria Poor Fair Good Excellent Outstanding

Sense of rhythm
Transition
Creativity

Stage presence
Interaction

Experienced D]Js also followed the same process. As they already under-
stood the functions and effects of pads on the D] console, they could create
D] music in the VR environment and appreciate the works of others in the
D] community in VR while expressing their preferences. Then, they repeated
the same operation as the novice DJs, but they could choose to create two to
three songs, and the robotic arm’s collaboration was based on the different
creative inspiration generated by the user’s preferences for music in the VR
environment. Finally, the audience evaluated the music created by the users
independently, and the users provided user feedback based on a personalized
music collaboration experience. Both novice and experienced D] feedback on
the system will be presented in the next section.

RESULTS

The user experience tests verified the effectiveness of the system, which
reflected in the evaluation from audience. In comparison to the performance
individually done by users, the performances collaborating with robotic arms
were more successful as a whole shown in the evaluation table. The result
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(see Figure 4 and Figure 5) shows that the robotic arm can assist users in cap-
turing the rhythm points more easily, smoothly transitioning between songs,
making the music sound more natural and seamless, and also inspiring the
desire to dance in the audience. This was particularly evident in the crite-
ria named sense of rhythm, and transitions, which revealed that this system
could provide support in the field of music. In other words, the model defined
in the system was functional. However, the impact of the robotic arm on the
testers’ creativity was not obvious since, in very limited time, the new music
genres and modes that the system has brought forth were hard for users to
comprehend. For factors that are not strongly associated with music which is
stage presence and interaction, the impact of the robotic arm on testers varied
from person to person. In terms of collaborating with users to create music,
the robotic arm was more helpful to beginners than to experienced D]Js.

Participant 1 Participant 2 Participant 3

Criteria Poor  Far  Gosd  Excellent  Outstanding Cteria Poor  Far  Good  Ewellent  Outstanding Crterta = B 6 B Gy

Sense of hythm AA Sense of thythm A 4 Sense of hythm N N

Transition s Transition A o Transition A A

Creativity A A Greativity Ak Creativity AA

Stage presence A A Stage presence A A Stage presence A A

Interaction A A Interaction " -~ Interaction A A

A Opecateindivauatly o Collaboration with bt ams

Figure 4: The audience evaluation on novice DJs performance.

Participant 1 Participant 2
Criteria Poor Fair Good Excellent Outstanding Criteria Poor Fair Good Excellent Outstanding
Sense of rhythm A A Sense of rhythm A A
Transition A A Transition Ad
Creativity A Creativity A
Stage presence A A Stage presence A A
Interaction A A Interaction A A

A operate individualy A Collaboration with robotic arms

Figure 5: The audience evaluation on experienced DJs performance.

The audience assessment had already validated that this system was prac-
tical in musical creation. The users’ complete experience with the system
further validates its effectiveness in music creation. The robotic arm can assist
users in analyzing the melody and rhythm of the music, as well as in the
transition between songs, without colliding with the user’s limbs during the
process. Every user had a favourable impression of the whole system and
described the experience as smooth and hassle-free. For both novice DJs and
experienced DJs, they expressed satisfaction with this collaboration system
in 7-point matrix. The average satisfaction was 5.4 out of 7, which indicating
that the system was able to capture drumbeats and create synchronized and
powerful DJ sets to assist users according to the feedback.
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For novice DJs, due to the lack of expertise in music, the operations of
robotic arms in dealing with musical features were fresh concepts to them, but
they still had a distance to travel before fully comprehending it (see Figure 6).
State differently, there was still a long way to go before they could indepen-
dently apply these techniques in the field. As for experienced D]Js, all of them
considered the rhythmic patterns performed by the robot arm to be rhythmic
and joyful. For the unique section of personalized remixing styles, the connec-
tion between the robotic arm’s performance and the preferences expressed in
VR is still unclear to current users. Experienced DJs tend to rate the robotic
arm’s music proficiency higher than novice DJs because of their extensive
knowledge. However, the inspiration they received from the robotic arm’s
performance was not as direct as that of beginners since they already have
their own preferences for suitable mixing points. Nevertheless, the robotic
arm’s mixing operation is more novel for experienced DJs, which can disrupt
their thinking patterns to some extent. The vast majority of testers found
that the robotic arm’s manipulation of the music rhythm had a discernible
rhythmic pattern.

Do you think the collaboration with the robotic arm makes it easier to understand and
perform the DJ booth?

(3 replies)

@ Yes, | have learned basic operations
from robotic arms and | can perform by
myself.

@ Yes, | understand the operation but | did
not know where to perform.

66.7%
General, | did not leam the operations
from the rabotic arms.
@ No, | totally not know how to operate.
@ No, the operation of robotic arms
confused me.

Figure 6: Questionnaire results on novice DJs on collaborative experience.

To sum up, for beginners, the robotic arm stimulated their interest and
made them willing to continue learning D] in the future. Experienced D] users
suggested that using VR to collaborate with them in trying new styles of music
creation is also a good option. Despite the limited sample size in our exper-
iment, machine learning’s recognition of music beats is not precise enough
due to the influence of melody and vocals, which can result in the robotic
arm’s identification of music characteristics and addition of mixing effects
that may be unclear to users. Additionally, there is a delay in the ML model’s
recognition of music and its translation to the robotic arm’s motion, which
affects the performance to some extent. Furthermore, we also understand
that a DJ’s performance involves music, bodily movements, and interaction
with the audience (Chang et al., 2019). The vision effects are also made of the
whole performance (Vuoskoski et al., 2016). Therefore, the robotic arm could
potentially incorporate new features to fully complement a DJ’s performance.
They are not just music partners, but their flexible joints and range of move-
ment provide possibilities for dance and performance atmosphere. Overall,
our system provides an opportunity for human and machine collaboration
to create mixed songs and perform for the audience.
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