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ABSTRACT

In the last few year advances in deep learning and artificial intelligence have made it
possible to generate high-quality text, audio, and visual content automatically for a
wide range of application areas including research and education. However, design-
ing and customizing an effective R&D tool capable of providing necessary tool-specific
output, and breaking down complex research tasks requires a great deal of exper-
tise and effort, and is often a time-consuming and expensive process. Using existing
Generative Pre-trained Transformers (GPT) and foundational models, it is now possi-
ble to leverage the Large Language Model GPTs already trained on specific datasets
to be effective in common research and development workflow. In this paper, we
develop and test a customized version of autonomous pretrained generative trans-
former which is an experimental open-source project built on top of GPT-4 language
model that chains together LLM “thoughts”, to autonomously achieve and regress
towards specifics goals. Our implementation, referred to as TAUCHI-GPT, which uses
an automated approach to text generation that leverages deep learning and output
reflection to create high-quality text, visual and auditory output, achieve common
research and development tasks. TAUCHI-GPT is based on the GPT-4 architecture
and connects to Stable Diffusion and ElevenLabs to input and output complex mul-
timodal streams through chain prompting. Moreover, using the Google Search API,
TAUCHI-GPT can also scrap online repositories to understand, learn and deconstruct
complex research tasks, identify relevant information, and plan appropriate courses
of action by implementing a chain of thought (CoT).

Keywords: Artificial intelligence, Generative pre-trained transformers, Autonomous agents,
Large language models (LLMS), ChatGPT, Chain of though (COT), Tree of thought (TOT),
AI alignment, Human computer interaction, Research and development, Foundation AI models,
Responsible AI (RAI)

INTRODUCTION

Artificial intelligence (AI) has recently witnessed remarkable advancements,
with ChatGPT [OpenAI, 2023] emerging as a standout due to its exceptional
capabilities in reasoning, comprehension, and interactive abilities [Wu et al.,
2023]. The capacity to perform novel tasks based on instructions represents
a crucial step towards achieving artificial general intelligence. Consequently,
the impressive potential of large language models (LLMs) has sparked a
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multitude of research areas, including in-context learning [Ram et al., 2023;
Xie et al., 2021], chain-of-thought prompting [Pilault et al., 2023; Wei
et al., 2022b], retrieve and read [Izacard and Grave, 2020; Zhang et al.,
2021, 2022], and GPT-based intelligent systems [Zheng et al., 2023]. These
domains aim to explore the vast potential of LLMs and offer abundant
opportunities for constructing sophisticated AI systems.

LLMs, such as GPT-4 [Brown et al., 2020; OpenAI, 2023], LLaMA
[Touvron et al., 2023], Flan-T5 [Chung et al., 2022], and PaLM
[Chowdhery et al., 2022], have demonstrated a profound understanding of
natural language and the ability to generate coherent, contextually appro-
priate responses. This progress has opened-up new avenues for challenging
tasks that involve diverse data domains, including image and text processing,
as well as the incorporation of domain-specific knowledge. In this context,
LLMs play a crucial role, as their ability to comprehend and produce natural
language empowers AI systems to gain a better understanding and address a
wide range of challenges.

This paper introduces TAUCHI-GPT, an extension of the Automatic
Machine Learning (AutoML) paradigm proposed by Zhang et al., (2023)
and Auto-GPT (2023) opensource project that leverages LLMs to automate
model training using pretrained datasets, user inputs and descriptions. The
LLMs serve as an automatic training system, establishing connections with
versatile models and processing inputs. Our primary objective was to utilize
language as a universal interface and prompt for LLMs to engage with users.
By incorporating both data and model descriptions into prompts, LLMs can
effectively manage AI models for tasks such as data processing, model archi-
tecture design, and hyperparameter tuning. These models can also be invoked
as required to address AI tasks and generate predicted training logs. However,
integrating multiple AI models into LLMs necessitates a significant number
of high-quality model descriptions (Mitchell et al., 2019) that provide well-
defined descriptions, as well as data cards (Gebru et al., 2021). This approach
facilitates the combination of diverse models through a language-based inter-
face, thereby enabling the solution of complex AI tasks. It also enhances the
transferability amongmodels and datasets by capturing their underlying simi-
larities. This technique is considerably recent, however, many researchers are
exploring its potential in training (Lu et al., 2023a) and optimizing (ToT,
Long, 2023 preprint) LLM responses as well as creating targeted models for
instruct, chat and storytelling purposes.

RELATED WORK

The pursuit of developing intelligent systems capable of reasoning has long
been a central objective in the field of artificial intelligence (Wos et al., 1984;
Hayes-Roth et al., 1983; Fagin et al., 2003). Recent advancements in large
language models (LLMs) have unlocked new possibilities for machine reason-
ing, thanks to their emergent properties and in-context learning capabilities
(OpenAI and GPT-4; Bubeck et al., 2023; Wei et al., 2023). Notably,
researchers have discovered that employing techniques such as chain-of-
thought prompting can elicit step-by-step solutions for mathematical and
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logical reasoning tasks from LLMs (Drori et al., 2022). Further investiga-
tions have explored approaches like sampling multiple solutions and using
self-consistency or complexity-based criteria to determine optimal responses
(Wang et al., 2023). Experimental evaluations have also been conducted to
assess the performance of different prompts (Fu and Peng, 2023). One note-
worthy technique, the self-taught reasoner (STaR) (Zelikman et al., 2022),
involves an LLM generating reasoning chains and subsequently discarding
those that yield incorrect answers. The model is then fine-tuned using the
remaining valid reasoning chains.

Reasoning With Large Language Models

However, while these techniques demonstrate promising potential, they
often require substantial human involvement. For instance, chain-of-thought
prompting necessitates the creation of carefully crafted examples, lim-
iting its scalability. Consequently, researchers have begun exploring the
realm of automatic prompt generation. Early explorations in this area
include AutoPrompt (Shin et al., 2020), prefix-tuning (Li and Liang 2021),
and parameter-efficient prompt tuning (Lester et al., 2021). Recent stud-
ies have further intensified focus on this research direction. In a notable
investigation (Cobbe et al., 2021), the authors experiment with train-
ing verifiers to evaluate whether the solutions provided by an LLM for
mathematical problems are logically correct. Effective verification could
provide an alternative avenue for prompt evaluation. Another approach,
automatic prompt engineer (Zhou et al., 2023), explores a method for
selecting the best prompt from a set of model-generated candidates. The
study (Shum et al., 2023) proposes a three-phase augment-prune-select
methodology. Initially, multiple chain-of-thought candidates are generated,
followed by pruning based on the match between derived answers and
ground truths. Finally, a policy gradient-based approach is employed to
select the optimal combination of rationale chains for chain-of-thought
prompting.

Augmenting LLMs With Additional Agents

Recent research has also investigated the augmentation of LLMs with addi-
tional agents to enhance their capabilities, an area closely related to our
current work. For instance, Auto-GPT (2023) combines GPT-4 with supple-
mentary modules, including an execution agent and a memory unit, enabling
the chaining of LLM “thoughts” to autonomously accomplish user-defined
goals. PromptPG (Lu et al., 2023a) proposes an approach that employs pol-
icy gradient learning to select in-context examples from a limited amount of
training data for prompt learning. The PromptPG agent learns to identify
optimal in-context examples from a candidate pool, maximizing prediction
rewards on provided training examples during interaction with the GPT-3
environment. DEPS (Wang et al., 2023) leverages multi-step reasoning and
sub-task error correction to address complex tasks with long-range depen-
dencies. Notably, DEPS offers explanations for errors in sub-tasks within a
trial, exhibiting remarkable performance.
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ReAct (Yao et al., 2023) utilizes emergent properties present in LLMs,
such as traces of verbal reasoning, to enable agents to reason and take
action, yielding impressive results on various text-based benchmarks. Build-
ing upon ReAct, Reflexion (Shinn et al., 2023) equips agents with dynamic
memory and self-reflection capabilities, enhancing their reasoning trace and
task-specific action selection. To achieve complete automation, a simple
and effective heuristic model was developed by the authors which identified
hallucination instances and prevented repetitive action sequences.

While our approach shares some similarities with these approaches using
reflection OODA model (Blaha L. M., 2018), we did not incorporate a
memory module and additional agents for automatic prompt generation, as
introduces by colleagues at Harvard, Theta Labs (Long, 2023 preprint) ToT
controller. Their model hypothesizes that ToT system can explicitly allow for
backtracking, when necessary and can not only enable the system to recover
from mistakes but also potentially expand the solution search space. As this
was not our goal with TAUCHI-GPT, we simply utilized different reflection
cycles for the output generated by the LLM and had users rate the quality of
the responses according to their needs and original prompts.

FOUNDATIONAL MODELS AND TAUCHI-GPT

With the emergence of ChatGPT (OpenAI, 2023), Bard (REF), Claude (REF),
and other large language model (LLM)-based chatbots (Lu et al., 2023a) has
garnered considerable attention in the field of foundational models world-
wide. Foundational models, such as LLMs, are AI models that undergo
pretraining on extensive and diverse datasets, enabling their adaptation
to a wide range of tasks and substantial enhancements in productivity
(Bommasani et al., 2021). Given the ongoing exploration of their potential
through various projects, it is widely anticipated that foundational models
will serve as the fundamental building blocks for future AI systems.

Figure 1: Techniques of hierarchical communication (Lu et al., 2023a) with foundational
models and TAUCHI-GPT structure.
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Nevertheless, the design of foundation model-based systems is still in
its nascent stages and lacks systematic exploration. There exists limited
understanding regarding the implications of incorporating foundation mod-
els into software architecture. Furthermore, the opaque nature of these
models and their rapid advancements have raised significant concerns regard-
ing AI risks (Van-Dis et al., 2023). Consequently, there is a pressing need
for concrete solutions in responsible AI (RAI), particularly in the context
of foundation model-based systems. The demand is specifically focused on
responsible-AI-by-design approaches that address these concerns proactively
(Lu et al., 2023b).

Utilizing Foundation Models as Connectors

Within software architecture, software connectors play a pivotal role as
fundamental entities for enabling interactions among software components
(Mehta et al., 2000). These connectors provide various services, including
communication, coordination, conversion, and facilitation. As the user initi-
ates a task, interaction components refine it further to ensure accuracy and
address responsible AI (RAI) considerations as discussed by Lu et al., (2023a).
The foundation model assumes an architectural function by providing the
following connector services to establish connections with other non-AI/AI
components within the organization. Essentially, there are four key types of
connectors services as explained below:

Communication Connector: Foundation models, such as LLMs, act as
communication connectors, enabling the transfer of data between soft-
ware components. For example, an LLM can receive task text descriptions
from users, extract the meaning and intention from the text, and subse-
quently transfer the extracted task information to other components for
further processing. This may involve transmitting the information to an AI
model or a robotics system to carry out specific tasks (Shen et al., 2023;
Driess et al., 2023).

Coordination Connector: Foundation models facilitate coordination
among different software components in their computations. For instance,
an LLM can be employed to plan complex tasks or workflows, coordinat-
ing the planning, selection, and collaboration of multiple AI models through
a text-based interface (Shen et al., 2023). The LLM decomposes the task
into subtasks, establishes dependencies, and determines the execution order
for these subtasks. Additionally, the LLM requires access to model descrip-
tions (e.g., functionality, architecture, domains) to match tasks with the
appropriate models.

Conversion Connector: Foundation models serve as interface adapters,
enabling seamless communication between software components that
employ different data formats. For instance, an LLM can analyse text task
descriptions provided by users and parse them into machine-readable tem-
plates (e.g., task ID, type, dependencies, arguments) to facilitate execution by
an AI model.

Facilitation Connector: Foundation models can be integrated as facilita-
tion connectors to optimize interactions between components. For example,
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an LLM can be employed to maintain chat logs, make decisions regard-
ing running commonly used and time-consuming models locally, manage
resource dependencies during task execution, and summarize the task exe-
cution process and inference results (Shen et al., 2023).

By leveraging foundation models as connectors, software architecture
can harness their capabilities in enabling communication, coordination,
conversion, and facilitation among diverse software components.

Communication With Foundation Models

The system predominantly employs a web interface to facilitate communica-
tion with the foundation models, where users provide prompts in the form of
instructions, questions, or statements. Prompt engineering is a crucial process
in shaping the output of foundation models to align with specific require-
ments [Fig. 1]. While using the default web interface can be inefficient for
complex tasks or workflows, necessitating prompts at each step, prompt
patterns are commonly utilized to ensure accuracy and address responsible
AI (RAI)-related concerns. Several prompt patterns are available, including
zero/one/few-shot prompts, retrieval/internet-augmented prompts, chain of
thought prompts, think aloud prompts, bot team prompts, negative prompts,
and multiple-choice prompts. The selection of prompt patterns should con-
sider various factors such as the system’s goal, target users, context, and
specific tasks. Each pattern may incur different costs and exhibit varying
levels of complexity.

To mitigate the need for extensive prompt engineering and its associated
costs, autonomous agents like Auto-GPT1, BabyAGI2, and AgentGPT3 can
be employed. With autonomous agents, users only need to provide the over-
arching goal, and the agent autonomously decomposes it into a set of tasks,
leveraging other software components, the internet, and tools to accomplish
these tasks automatically. However, relying solely on autonomous agents may
introduce accuracy issues, as they may not fully comprehend users’ inten-
tions. In contrast, hybrid agents such as GodMode4 (Shen et al., 2023)
and AI chain5 (Driess et al., 2023) involve users in the loop to confirm
plans and provide feedback. This interactive approach enhances both the
accuracy and RAI-related properties of task execution.

Design and Modelling TAUCHI-GPT

As discussed, the ability to generate high-quality text, visual, and auditory
output that aligns with specific research objectives is of great importance
in the field of artificial intelligence. Existing work in autonomous agents
can leverage various LLM, such as GPT-4, to parse and restructure complex
instruction and relevant tasks. Currently models and approached discussed

1https://github.com/Significant-Gravitas/Auto-GPT
2https://github.com/yoheinakajima/babyagi
3https://github.com/reworkd/AgentGPT
4https://godmode.space
5https://aichain.online

https://github.com/Significant-Gravitas/Auto-GPT
https://github.com/yoheinakajima/babyagi
https://github.com/reworkd/AgentGPT
https://godmode.space
https://aichain.online
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above have been successfully utilized for simplified tasks i.e., creating, sum-
marizing, and optimizing text and image-based input. However, to address
the complexities of research and development tasks, a multimodal approach
that combines different modes of input and output is required. In this sec-
tion, we discuss TAUCHI-GPT, an automated approach to multimodal text
generation that extends the capabilities of the GPT-4 architecture to facili-
tate research and development within an academic setting for a wide range
of experienced university researchers.

TAUCHI-GPT builds upon the GPT-4 architecture, incorporating addi-
tional modules and functionalities to enable multimodal text generation. The
command line prompt system connects with Stable Diffusion and Eleven-
Labs to handle complex multimodal input and output streams. By leveraging
these resources, TAUCHI-GPT can generate text, visual, and auditory output
that aligns with specific research goals. To ensure the generation of relevant
and accurate responses, TAUCHI-GPT employs the Google Search API to
scrape online repositories and gather information related to complex research
tasks. This allows the system to understand the task at hand, identify rele-
vant information, and plan appropriate courses of action. By assimilating
this information, TAUCHI-GPT can generatemultimodal responses that fulfil
specific research goals.

TAUCHI-GPT incorporates several techniques to enhance the quality and
relevance of its generated output. First, fine-tuning of the GPT-4 model is
performed for each module, allowing the system to adapt to specific research
domains and improve output coherence. Additionally, custom pre-processing
and post-processing steps were implemented to filter input and output, ensur-
ing the generation of high-quality multimodal text. Integration with other
multimodal AI tools and the World Wide Web further enriched TAUCHI-
GPT’s capabilities and enhanced the diversity of its generated output. Finally,
techniques for improving and regulating system/module output were also
employed, enabling the system to learn and adapt over time. To validate these
optimizations, we created two versions of TAUCHI-GPT, one with no reflec-
tion cycles and classified Chain of Thought (CoT) called System A; and the
other with 4–5 reflection cycles and enhanced Chain of Though (CoT) called
System B and had participants evaluate each version separately.

USER CENTRIC TESTING (PILOT)

To validate our approach, we conducted a user-centric evaluation of
TAUCHI-GPT, an automated multimodal text generation system for research
& development tasks. The goal of the pilot study was to assess its perfor-
mance and effectiveness in three core classification modules: “Composing
Scientific Publications”, “Creating SW Systems using Python”, and “Design-
ing User Experiments”. To achieve this, we recruited 18 university researchers
who incorporated TAUCHI-GPT into their daily research tasks over a period
of 3 weeks with a min of 40 tasks.

The participants were divided into three groups, with each group assigned
to one of the core classification modules. These modules were pretrained and
filtered to ensure that the generated output was relevant and aligned with the
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specific goals of eachmodule. Each group consisted of both novice and expert
researchers, allowing us to gather diverse perspectives on TAUCHI-GPT’s
performance.

Additionally, each group was provided two versions of TAUCHI-GPT, Sys-
tem A with no reflection cycles and classified Chain of Thought (CoT); and
System B with 4–5 reflection cycles and enhanced Chain of Though (CoT).
Half of the participants in each group started with System A, while the
other half started with System B and 1.5 weeks later switched to the other
system.

To evaluate the participants’ experiences with the different versions of
TAUCHI-GPT, we employed the NASA-TLX and customized questionnaires
as well as structured interview after the end of the three-week trial. Both
NASA-TLX and customized questionnaire was designed to measure work-
load and user experience, assessing multiple dimensions such as demand,
and usability of novel systems. Additionally, structured interviews were con-
ducted after the three-week trials to gather qualitative feedback and delve
into participants’ perceptions; and identify any challenges they encountered.
Detailed log files were also collected at the end of the testing period for all the
sessions and relevant questions were drafted for each participant accordingly.

Results of Pilot Study

Overall, the participants found both versions of TAUCHI-GPT to be more
useful and informative compared to their default search engines. On average
participants rated System B (with 4–5 reflection cycles and enhanced CoT) to
be more reliable and functional for their workflow. However, they reported
that “System B”was noticeably slower than “System A”. Additionally, some
participants informed the command line prompting interface to be clunky
and difficult to use.

Looking at the results from NASA-TLX questionnaire we can see that all
three groups found “System B” to be better optimized for their workflow
compared to System A (Fig. 2). The SW development group rated System
B’s outputs the highest whereas “Experiment Design” group did not perceive
many differences between the two versions of TAUCHI-GPT. This may have
been because participants in the Software Development group had a stronger
backgroundwith computational tools while Experiment Design groupmostly
consisted of social scientist and Publication / Documentation group was a
mixture of both.

Results from the post-trial questions (Fig. 3) also showed that participants
preferred the optimized version of TAUCHI-GPT. Nevertheless, both version
of TAUCHI-GPT reduced the need for their search engine of choice (Bing and
Google). However, the participants felt that the output from TAUCHI-GPT
could not be trusted explicitly. Participants were not informed that the Large
Language Model behind the system was GPT4 as that may have influenced
their responses. Additionally, they found the optimized system to be easier to
use and more useful in providing the necessary information. The system was
also less likely to generate irrelevant information and participants found they
needed to use smaller prompts and make fewer queries.
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Figure 2: (Top) NASA-TLX scores for SW development group, (middle) for publications
and documentation group (bottom) for experiment design group.

Figure 3: Post-test user experience questionnaire for TAUCHI-GPT.
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However, participant showed their frustration at the speed of responses
as System B (optimized using CoT and 4–5 reflection cycles) took longer to
generate the necessary output. Participants were not told that the reflection
cycles were recursive in nature and needed additional computation to yield
system responses. And as recorded earlier participants felt the system would
have been more productive if it did not entirely utilize Windows command
line prompts.

CONCLUSION

This research builds on top of existing work in developing autonomous
agent-based LLM interfaces by creating TAUCHI-GPT, an opensource con-
versation AI leveraging GPT4 and Chain of Thought (CoT) prompting
techniques. The study establishes the positive impact of TAUCHI-GPT on
research tasks and highlights its potential for enhancing productivity in
academic and professional settings. The study also identifies avenues for
future research, including exploring the benefits of increased reflection
cycles, qualifying use cases, and optimizing the system through the utiliza-
tion of open-source LLMs and customized AutoML implementations. By
continuing to advance and refine Tauchi-GPT, researchers can unlock its
full potential in supporting knowledge creation and accelerating research
endeavours.

The findings of the user study provide compelling evidence of the pos-
itive impact of TAUCHI-GPT on the performance and completion times
of the three research tasks. Participants reported significant improve-
ments in their ability to generate high-quality text, visual, and audi-
tory output with minimal human input. They expressed satisfaction with
the system’s capability to be customized and primed according to their
specific needs. The user-friendly nature of TAUCHI-GPT and its high
efficiency were also highlighted by the participants, particularly after
they became proficient in utilizing the command line interface prompting
schema.

Moreover, the inclusion of reflection cycles in the study revealed notable
differences in the reliability of the system’s output. Participants consistently
rated reflection cycles of 4–5 as yielding the highest quality output. This
suggests that increasing the number of reflection cycles could potentially
yield further improvements. Nonetheless, it is essential to conduct addi-
tional research to understand the benefits and potential delays associated
with reflection cycles greater than 5, as this could impact workflow effi-
ciency. Further investigation is necessary to explore and qualify the use cases
and effectiveness of TAUCHI-GPT. However, the present study demonstrates
the feasibility of integrating AI tools into a central interface to optimize
research activities and enhance productivity for both experienced and young
researchers. Yet, more comprehensive research is needed to delve into the
specific contexts and domains where TAUCHI-GPT can deliver the greatest
benefits.

Our future work will focus on leveraging open-source large language mod-
els (LLMs) and customized AutoML implementations. This approach will
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involve utilizing the LangChain model and offline document repositories to
fine-tune responses tailored to specific research workflows. By harnessing
the vast resources of these models and repositories, TAUCHI-GPT can be
further optimized to deliver even more accurate and contextually appropri-
ate outputs. Additionally, efforts will be made to optimize the application
and enhance the response time of TAUCHI-GPT using the Tree of Thought
(ToT) approach. By incorporating this approach, the system will be able
to dynamically explore different reasoning paths and generate more effi-
cient responses, thereby reducing response time and improving overall user
experience.
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