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ABSTRACT

Several studies have examined the use of deep learning to estimate emotions dur-
ing a conversation. However, when attempting to monitor or influence conversations
conducted as part of a meeting or a chat, the mood of the conversation is more impor-
tant than the emotion. In this study, we developed a deep neural network model that
could read the “conversational mood” in real time, which is an important conversa-
tional feature in Japanese society. For this purpose, we constructed a new training
data set containing 60 hours of conversations in Japanese. The data set was anno-
tated to learn the mood of the conversations. For the annotation of mood, we selected
four representative adjective pairs that could effectively describe the conversational
mood. The evaluation results are shown to present the validity of our model. This
model is expected to be applied to a system that can influence or control the mood
of conversations in some ways, including presentation of ambient music and aromas,
depending on the purpose of the discussion, such as during a conference, chatting, or
business meeting.
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INTRODUCTION

In recent years, the accuracy of speech recognition has improved remarkably.
This has been facilitated by the incorporation of transformer-based mod-
els and convolutional neural network-based models into speech recognition
algorithms (Zhang et al., 2020), (Gulati et al., 2020). Speech recognition
software can be used to obtain text information from conversational speech
data. Although text can be treated as surface level information, several studies
have indicated that speech recognition can also be used to estimate emotions,
which represent higher level information in a conversation. (Ruusuvuori,
2013) describes the relationship between emotion/affect and conversation.
In addition, several newly proposed models use long short-term memory
(LSTM) or Gated Recurrent Unit (GRU) to estimate emotion in conversa-
tions (Majumder et al., 2019), (Hazarika et al., 2018), (Tzirakis et al., 2017),
(Yoon et al., 2018), (Vrijkotte et al., 2000).
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In normal conversation, emotions such as anger and sadness are unlikely
to be explicitly expressed for some purposes, including avoidance of getting
into an unexpected argument and offending others. Thus, when attempting
to control or monitor the state of a conversation during a meeting or casual
discussion, it is often more important to estimate the mood than the emo-
tion. Some researchers have examined the role of mood, as distinguished
from emotion. According to (Jenkins et al., 1998), diffuse emotional states
that persist over a long period of time are called “mood” and are usually
distinguished based on duration and intensity of expression. However, these
differences are rarely quantified, and no specific durations are fixed. (Lane
et al., 2000) defines mood as “a series of emotions, ephemeral in nature,
variable in intensity and duration, and usually accompanied by multiple emo-
tions”. Thus, emotion and mood are considered to be distinct. (Ekman, 1999)
argued that mood can be estimated, at least in part, from the associated
emotion signals. Based on previous psychological studies, (Katsimerou et al.,
2015) concluded that emotion and mood are different but closely related
concepts. Many studies have analysed the mood of music and images, and
researchers in the English-speaking world appear to conceptualize mood as
something that is influenced by the surrounding conditions and environment
(Saari et al., 2016), (Tarvainen et al., 2020), (Thiparpakul et al., 2021).

Accurate identification of the mood of a conversation is especially impor-
tant for Japanese people who are engaged in collaborative and democratic
decision making. Accordingly, many Japanese studies have focused on tech-
niques for assessing the mood in a conversation. These have included the
use of linguistic information such as words and sentence topics as well
as nonverbal information such as laughing, voice characteristics, facial
expressions, and gestures. (Tokuhisa et al., 2006) clarified the types of utter-
ances present in hu-man-human conversational dialogue, and showed that
the inter-annotator agreement for specific tag schemes was relatively high.
Subsequently, (Inaba et al., 2011) proposed a method for automatically
determining the mood of a conversation between humans according to the
cooccurrence of words in a text of the dialogue. Their goal was to design a
dialogue agent to facilitate conversation. (Kondo et al., 2015) showed that
the negativity of the mood in a conversation could be estimated according to
the speakers’ affective states (pleasantness, arousal, dominance, credibility,
interest, positivity) using Poisson regression.

Nonverbal information such as facial expressions, postures, gestures, and
heart rate may also be important for reading the mood of a conversation.
Laughter is associated with positive emotions (Hofmann et al., 2017), a
brighter and softer mood (Devillers et al., 2015), reduced stress and increased
relaxation (Tanaka et al., 2018), (Cogan et al., 1987), (Akimbekov et al.,
2021); it has been studied in various fields of research (Cosentino et al.,
2016). The research reported in (Busso et al., 2008) used motion capture tech-
nology to obtain gesture information, while heart rate sensors have been used
to estimate stress levels (Matsumoto et al., 2010), (TFES, 1996), (Pomeranz
et al., 1985), (Takada et al., 2005). Furthermore, (Kunimasa et al., 2017)
estimated task performance in intellectual workers via several physiological
indices (pupil diameter and heart rate variability).
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In this study, we propose a deep neural network model that could visu-
alize the mood of conversations from only linguistic information obtained
by generally used speech recognition technology. Obtaining of Nonverbal
information mentioned above generally requires cameras and bio-signal mon-
itors. The in-formation obtained by these devices are sensitive data in terms
of individual privacy. Therefore, in this study, the data obtained only by
microphones are used for estimation of conversational mood. Furthermore,
in our proposed neural network model, the amount of laughter which is gen-
erally measured by capturing facial expression with camera is also estimated
together with the conversational mood. Because laughter is considered to
play an important role in creating a cheerful environment, it can be used to
evaluate the conversational mood. For obvious and plain visualization of con-
versational mood, we propose to use only four adjective pairs as indica-tors
of mood.

As linguistic information, we use text vectors generated by bidirectional
encoder representations from transformers (BERT) (Devlin et al., 2019)
with input text obtained from the Google Cloud Speech-to-Text Application
Programming Interface (API). BERT, developed by Google, is a transformer-
based machine-learning model for natural language processing using masked
language modelling and next sentence prediction. BERT text vectors are
expected to contain semantic information about text. To capture the fre-
quency of conversations, we also obtain the number of words via mor-
phological analysis of text using MeCab. MeCab is an open-source text
segmentation library for use with text written in the Japanese (Kudo et al.,
2004). As non-verbal information, we used speech feature vectors using mel-
frequency cepstral coefficients (MFCCs) (Mermelstein, 1976), (Davis et al.,
1980). MFCCs represent the short-term power spectrum of a sound, based
on a linear cosine transform of a log power spectrum on a nonlinear mel
scale of frequency. MFCCs were originally widely used as features in speech
recognition (Ganchev et al., 2005), and they have many other applications,
including music classification (Miller, 2007).

Several open source data sets are available for performing various tasks,
such as automatic speech recognition using machine learning, speech synthe-
sis, and emotion recognition (Stappen et al., 2021), (Russell, 1980). In these
data sets, emotional values are annotated with respect to video, sound, nat-
ural language, and biometric information. However, the size of the data sets
varies according to the language, and while there are large English speech
data sets, those for other languages, including Japanese, tend to be small
(Alimuradov et al., 2020), (Ando et al., 2021).

At present, there are few databases of Japanese conversations between
multiple people that can be used to estimate the mood of a conversation.
Therefore, in this study, we record conversations between multiple people
interacting with one another for several dozen hours and then annotated the
data with four adjective pairs. We use the resulting data set to develop a
model that can automatically estimate the mood in a Japanese conversation.

Thus, we developed a deep neural network-based model that can visualize
the “conversational mood” in real time, which is an important feature for
Japanese researchers. For this purpose, we constructed a new training data
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set containing 60 hours of conversations in Japanese. This data set was anno-
tated to learn the mood of the conversations. We expect that our research will
also be applicable to non-Japanese contexts.

MATERIALS AND METHODS

To collect training data for our model, we conducted a conversation experi-
ment in a meeting room at the University of Electro-Communications library.
In one conversation experiment, we asked three subjects to have a one-hour
conversation, and we ran this experiment 35 times. The total duration of the
conversation data was 35 hours, and there were 90 participants (17 women
and 73 men, mean age 21.0 years, standard deviation 1.81). The participants
were students at the same university. Because we wanted to obtain natural
dialogue, no topic was specified. In addition, we conducted an online conver-
sation experiment using Zoom online meeting software. Zoom Meetings is
a videotelephony software program developed by Zoom Video Communica-
tions. This additional experiment was beneficial for the learning data because
the demand for online conferencing has recently in-creased with the spread
of infectious diseases, i.e., the COVID-19 pandemic. The total duration of the
con-versation data was 25 hours, and there were 100 participants. The par-
ticipants were paid to take part in the experiments, and all provided written
informed consent.

To construct the teacher data for the model designed to estimate the con-
versational mood, we first selected representative adjective pairs that could
describe the conversational mood. We utilized a system developed by liba
et al. to estimate 21 affective scales of adjective pairs from input text (Iiba
et al., 2013). Via cluster analysis, we further reduced the number of adjec-
tive scales by entering text corresponding to 30 theatrical scenarios into the
system. The 21 adjective pairs were clustered into 4 groups based on the
absolute values of the output scales using K-means++-. As shown in Table 1,
the 1st cluster was related to serious and easy, the 2nd cluster was related
to aggressive and calm, the 3rd cluster was related to tidy and messy, and
the 4th cluster was related to happy and gloomy. The 4 adjective pairs to be
annotated were representative of the 4 clusters. We expected these 4 adjective
pairs (gloomy-happy, easy-serious, calm-aggressive, tidy-messy) to capture
the mood of a conversation.

Table 1. The clustering of 21 adjective pairs.

Representative Adjective pairs that constitute the clusters

adjective pairs

serious-easy hard-soft, strong-weak, stable-unstable, heavy-light,
serious-easy, pleasant - unpleasant

aggressive-calm rational-passionate, quiet-noisy, aggressive-calm

tidy-messy simple-complex, natural-unnatural, clean-dirty, Like-dislike,
polite-impolite, Tidy-messy, young-old

happy-gloomy flashy-plain, cheerful-gloomy, masculine-feminine,

active-inactive, happy-sad
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To construct a supervised learning data set, we conducted an annotation
experiment in which we asked subjects to listen to recorded conversations
and add annotations that described the mood of the con-versation using the
4 adjective scales on a 5-point se-mantic differential (SD) scale: —2, silent;
—1, nearly silent; 0, neither; +1, slightly talkative; +2, talkative. Two subjects
annotated each set of recorded data. The conversation data from the real-life
conversations were annotated by seven university students, and that from
the online meetings were annotated by five university students. Note that
the annotated scale reflected the mood of the conversation, not the emotion.
The purpose of this system was to enable visualization of the mood of a
conversation.

To reinforce the estimation of the conversational mood, we asked the sub-
jects to count the number of people laughing in parallel with the annotation
of the 4 adjective pairs. We estimated not only the 4 adjective scales, but
also the amount of laughter. The participants were paid to take part in the
experiments, and all provided written informed consent.

All data obtained in the conversation experiment were divided into 10-
second intervals to treat them uniformly as time series data. The data
recorded in the conversation experiment was converted into text using
Google Speech API. The text files were then separated into 10-second
segments and text data in 20-second sliding windows were converted
into 768-dimensional text vectors using BERT (Devlin et al., 2019). The
768-dimensional vectors were then compressed into 20-dimensional vectors
using principal component analysis. In addition, the recorded data were
transformed into 20-dimensional speech feature vectors using MFCCs. We
adopted LSTM as a time series deep learning model. LSTM is an artifi-
cial recurrent neural network (RNN) for deep learning. Unlike standard
feedforward neural networks, LSTM and RNN have feedback connections
and can process entire sequences of data. LSTMs were developed to deal
with the vanishing gradient problem encountered when training traditional
RNNs (Hochreiter et al., 1997). The input data for our model were the
20-dimensional compressed BERT text vectors, 20-dimensional MFCC vec-
tors, and the number of words in the spoken text (Fig.1-(A)). The input data
were concatenated and passed through 4 fully connected (FC) layers with
exponential linear units (ELUs) (Fig.1-(B)). The sizes of the four FC layers
were 41, 40, 30, and 20. In every FC layer, we used a dropout rate of 0.5
to avoid over-fitting. After passing through the 4 FC layers, the resulting
20-dimensional vector was entered into the LSTM layer, which had a 128-
dimensional hidden vector (Fig.1-(C)). The hidden vector output from the
LSTM was then input into the same LSTM. The hidden vector was expected
to contain information about the mood of previously stored conversations.
The 128-dimensional vector output from the LSTM layer was passed to the
4 FC layers (size: 128, 50, 30, and 3, respectively) using ELUs and dropout
rates (Fig.1-(D)). For the 4 adjective scales, the hyperbolic tangent function
(tanh) was used at the output layer because the values of the estimated adjec-
tive scales ranged from -1 to +1. For the laughter rate, the sigmoid function
was used at the output layer because the estimated rate ranged from 0 to +1
(Fig.1-(E)). We used the mean squared error loss to train our model. We used
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Adam as the optimizer with a learning coefficient of 0.01 and a weight decay
of 0.00000001.
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Figure 1: Overview of the proposed model.

RESULTS AND ACCURACY EVALUATION

We used a new cross-validation method that allowed us to visualize the effect
of the size of the training data. All data acquired in the experiment were
divided into § data sets: DO, D1, D2, D3, and D4. First, we performed cross-
validation with DO as the validation data and D1 as the training data. We
then performed cross-validation with DO as the validation data and D1 and
D2 as the training data. In this way, training data sets were gradually added,
and finally D1, D2, D3, and D4 were used as training data sets. We per-
formed 4 cross-validations, each with a total of 1/5, 2/5, 3/5, and 4/5 of the
training data sets.

Fig. 2 shows the progress of the loss function for learning with the 4 cross-
validations. The left graph shows that the loss of the training data de-creased
with the epochs. In contrast, the right graph shows that the loss of the test
data decreased as the total number of training data sets increased. From this
result, we expected to reduce the loss of test data by adding more training
data in the future.

Ioas dor traen dats boas far biesn data

Figure 2: Learning curves for train data and test data.

Fig. 3 shows the correlation coefficients between the actual and estimated
values for each sensitivity scale in the training data sets. The correlation coef-
ficients increased as the epochs progressed in the training data sets. Fig. 4
shows the correlation coefficients between the actual values and the estimated
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values for each sensitivity scale in the evaluation data. The graph shows that
the correlation coefficient for the evaluation data tended to increase with the
total number of training data sets.
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Figure 3: Curves showing the change in the correlation coefficient between the real
and estimated values for train data.
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Figure 4: Curves showing the change in the correlation coefficient between the real
and estimated values for test data.

CONCLUSION

In this study, we developed an LSTM-based model that automatically visual-
izes the mood of a conversation in real time from speech information alone.
Reading the mood of a conversation is very important in Japanese culture. To
achieve this goal, we selected 4 adjective pairs that could describe the moods
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of conversations, and conducted conversation experiments to collect training
data. Our system can also accurately detect the amount of laughter, which is
important for estimating the mood of a conversation, from speech informa-
tion alone. To evaluate the accuracy of the learned models, we employed a
novel cross-validation method. Our cross-validation method showed that the
model accuracy improved as the amount of training data increased. Further
improvements in accuracy are expected with accumulated training data.

Our system could be used in a variety of situations. Mental stress mon-
itoring has been used in education-al, workplace, medical, and everyday
life settings (Singh et al., 2022), (Seo et al., 2022), (Torkamani-Azar et al.,
2022), (Jiang et al., 2022). However, existing devices generally require par-
ticipants to wear a sensor and undergo video recording. Our proposed system
could detect stress levels without sensors or video images. The relationships
between the wellbeing index and our adjectival scales are as follows. Serious-
easy reflects the tension of the mood and is expected to measure stress.
Aggressive-calm is expected to reflect the degree of heated discussion and to
indicate productivity. Happy-gloomy is expected to reflect the participants’
empathy toward happy or sad stories. Tidy-messy is expected to reflect the
level of engagement in the conversation.

Furthermore, it may soon be possible to provide therapeutic treatments via
combined spatial presentation techniques such as aroma, video, and music.
In particular, aromas help people to connect with their environment (Flavian
et al., 2021). During the COVID-19 pandemic, telecommuting and working
in virtual offices became more common (Graves et al., 2020). Casual conver-
sations in these new settings may have characteristics that differ from those
in typical work environments. Our system could be used as a marketing tool,
for instance, to estimate a customer’s willingness to purchase and level of
interest based on their interactions with the salesperson.
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