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ABSTRACT

How people interact with digital technologies is currently caught between the Internet
of Things and Artificial Intelligence. In both trends, human control over technology
is jeopardized. At the same time, little is happening in terms of innovating how we
think and build automations. This is despite the current availability of various types
of devices and modalities for supporting user interactions. This paper discusses con-
cepts and methods that can be useful to address some challenges of human control
over automations involving people, objects, devices, services, and robots. The goal
is to identify innovative approaches to support end users, even without programming
experience, to understand, create or modify the automations in their daily environ-
ments, augmenting human capabilities in managing automations through effective
modalities, explanations, and intelligent recommendations.
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INTRODUCTION

The main current technological trends are the Internet of Things (IoT) and
Artificial Intelligence (AI). Indeed, current forecasts indicate that while the
number of general purpose devices (e.g. smartphones, laptops) is slightly
increasing, the number of connected objects (objects of our everyday life)
is increasing in an almost exponential way. Thus, such technologies together
with AI algorithms based on large data sets and statistical predictions are
able to generate automations that can take place in the various places where
we live (e.g. stores, older adults residences, industrial sites, smart homes).

Such technological trends open up great opportunities, new possibilities,
but there are also risks and new problems. There can be intelligent services
that eventually generate actions that do not match the real user needs. The
introduced automations can generate unwanted effects. People may have
difficulties understanding how to drive the automatically generated automa-
tions. Thus, one fundamental challenge is how to provide tools that allow
users to control and configure smart environments consisting of hundreds of
interconnected devices, objects, and appliances? Tools that allow people to
obtain “humanations” (Paternò 2023), which are automations that users can
understand and modify.

Trigger-Action Programming (TAP) is a useful connection point between
the wide variety of technologies and implementation languages considered
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in IoT and people without programming experience. It is based on sets of
personalization rules in the format: when something happens (trigger) some-
thing must be done (action). They do not require particular algorithmic skills
or knowledge of complex programming structures. However, this approach
presents nuances that may become apparent and critical in complex and real-
istic cases generating undesired effects. It is important that users be aware
of the temporal aspects associated with triggers (events vs conditions) and
actions (instantaneous vs sustained) otherwise the automations may not exe-
cute as the users expect. In a smart environment usually there are multiple
active automations, whose resulting behaviours can interfere among them,
and generate undesired effects. Users should be made aware of the possible
security and privacy issues (for example if they create an automation that
whenever a photo is taken the image is uploaded on facebook, they should
be aware that in some cases it may make public some private information).

In this paper, we focus on how to support end users in managing smart
environments with the presence of multiple automations. In particular, we
discuss a design space to consider such issues and a potential approach to
address them by providing relevant explanations.

RELATED WORK

Correctly specified automations can work properly when taken individu-
ally, but they can generate issues when deployed in realistic situations, with
multiple automations active at the same time. Previous work has considered
various problematic cases that can occur. Corno and colleagues (Corno et al.
2019) characterize the problems in loops (automations that continuously
activate one the other), inconsistencies (when rules that activate almost at the
same time execute contradictory actions), and redundancies (when rules have
replicated functionalities). Their analysis highlighted that loops and inconsis-
tencies are considered by potential users more dangerous than redundancies,
which in some cases can be acceptable. A recent analysis by Chen and col-
leagues (Chen et al. 2022) classifies problems into rule preventions (one rule
unintentionally blocks the triggering of another), rule collisions (comparable
to the inconsistencies described before), and unexpected rule chains (when
the effects of an action can activate another rule). These logical loopholes
can lead to unexpected behaviours of the environment but also expose the
users to serious threats, for instance, the inadvertent disclosure of private
information or the exposure of their smart environment to attackers (Breve
et al. 2022).

Another aspect to consider is that the execution of an automation rule
is dependent on the current context, hence rule interference problems may
occur sporadically, making it difficult to replicate and correct them. It is
important to provide an environment that is also capable of simulating vari-
ous context states, to allow for the detection of these uncommon occurrences.
In this regard, the ITAD tool (Manca et al. 2019) exposes a Simulator func-
tionality that allows users to assign values to different elements of the context
of use and verify whether the selected automations will be executed in the
defined context and the conflicts that emerge with other automations. To ease
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this process, scenarios (Funk et al. 2018) that group sets of contextual values
in common use cases could be defined beforehand. A different approach is
proposed in FORTNIoT (Coppers et al. 2020), where the simulation of TAP
rules is combined with self-sustained predictions such as weather forecasts.
The proposed tool is hence able to predict future situations in which automa-
tions will possibly be executed. Overall, there is a need for a global view on
how to provide relevant explanations to end users to better understand and
manage automations.

A DESIGN SPACE FOR EXPLAINABLE AUTOMATIONS

First of all, it is important to be aware that in order to better manage the tem-
poral dimension of trigger and actions it is important to represent explicitly
such aspects. In addition, it is important to consider such temporal aspects
also when triggers and actions are composed in a rule to avoid unlikely situ-
ations (such as when composing two events in a trigger) or ambiguous ones
(such as when a trigger condition is associated with an instantaneous action,
should it be performed once on as long as the condition is verified?).

For the management of multiple automations we have identified four
possible cases to address. One is rule conflict which occurs when different
automations require an object to perform different actions at the same time.
Another case is rule prevention, which means that the performance of an
automation does not allow the triggering of another one. A different case is
“unexpected rule chain” in which the performance of an automation has the
effect of triggering another one, which is not relevant to the user. The last
case is rule loop in which the performance of an automation triggers one or
more automations, which in the end trigger again the first one.

In general, explaining automations for allowing users to manage such sit-
uations requires deciding what information to provide, when showing it, and
in which modality (with visual and audio emerging as most suited) (Xu et al.,
2023). On the “When”dimension, the twomain aspects are the availability of
the explanation (whether the explanation should be always ready or not) and
the delivery (when to show it). Since the availability should always be ready
to improve user experience, the decisions are about the delivery timing. An
explanation can be automatically presented or shown when requested by the
user, and both approaches can be valid depending on the use case. However,
one condition must be true among the following for the explanations to be
shown automatically: the user must be able to analyse the suggestions, so hav-
ing time and cognitive resources at the time; additional information is needed
if the explanation is surprising to the user’s expectations; or if the system is
uncertain about the explanation. For deciding what explanation to provide it
is important to consider the typical questions that users ask in such contexts
and their actual goals. Such questions address various types of explanations.
The most common is explaining why or why not a given automation can be
triggered in a context of use. A typical follow up question is what if some
aspects of the trigger are modified (to understand whether the automation
can be actually triggered with such changes). A further follow-up question
would be what is the scope of change permitted to get the same effect. For
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the “What” aspect, the design space of XAI applications has been proposed
(Liao et al. 2020), which consists of a question bank representing the pro-
totypical questions users may ask about an intelligent system, such as Why,
Why not, How, or What if. In the context of TAP, it is crucial that the users
be provided with information they can understand about the reasons leading
to the execution (or not execution) of the selected automations. An effort
to give explanations in this sense is present in ITAD, which allows users to
interactively analyse Why or Why Not the automation would activate in the
context, highlighting the relevant context values and rule parts. Other appli-
cable questions are the What If (that in the case of the ITAD tool is implicit
in the Simulator), the How to be that (how an instance should be changed
to get a different prediction), which could inform users how to change the
rule so that it executes in the specified context, the How to still be this (by
how much you can change the parameters to still have the same prediction),
which could output the range of context values in which an automation is or
is not executed, and the How, which could be a global explanation regarding
the functioning of the system.

Another aspect to consider is the certainty of the predictions generated by
the system. In the context of TAP, a conflict between automations is certain
when the automations share the same trigger part (or one is included in the
other, such as “if it is later than 8 PM”and “at 9 PM”) and the actions act in a
contradictory way on the same object, or there is a containment relationship
between the actions (such as in “Turn off all the lights” and “Turn on the
bedroom abat-jour”). However, in some situations, it is not certain that a
conflict will occur, such as in “if the smoke sensor is triggered, open the
kitchen window” and “if it rains, close all the windows” automations.

The aspect of certainty also affects other types of interaction between
automations. In the case of rule chains, they can be direct when an action
directly activates an object or service by setting a value on which the trigger
of another rule is set, which will then be immediately activated. An indirect
chain can occur instead when an action acts the same environment variable
on which the trigger of another rule is set. For example, the action “turn on
the thermostat” may act on the trigger “when the temperature is 20 degrees
Celsius” since they act on the same temperature environment variable, but we
do not have certainty that this will happen until runtime. However, it may be
helpful to warn the user about this possibility.

In our experience, we have noticed that in general the relevance of an
automation depends on what the current user goal is. In an Ambient Assisted
Living project relevant user goals were safety, comfort, wellbeing, health, and
socialization. For example, an automation supporting safety is “WHEN the
user falls down AND then it does not move for one minute DO send a text
message to the caregiver”, one supporting comfort is “WHEN move from
bedroom AND IF time is between 11 p.m. and 6 a.m. DO turn on lights to go
to the bathroom”, one supporting health is “WHEN NOT(taken medicine)
between 08:00 and 09:00 DO send one alarm by text to caregiver”. Thus,
it is also useful to consider for what final goal users define their automa-
tion rules because those can give hints on the triggers and actions that will be
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required in the rule (Mattioli and Paternò, 2023).With the purpose of provid-
ing explanations to users, a fruitful approach can be detecting which actions
conflict with the user’s selected long-term goal and suggesting modification
to resolve it. It must be considered that in some cases there is the need for
additional contextual information to suggest these changes: it is harmful to
open windows to improve well-being by circulating air in the house if the air
outside is very polluted. For example, to optimize comfort, we need to know
the user’s preferred values for environment variables such as temperature,
humidity, and noise, and to know the current values for these variables. In
this way, the suggestion will be contextualized and displayed only if a certain
action brings an environment variable closer to the user’s desired value.

PROTOTYPE PROPOSAL

Based on this analysis and design space, we have started the development of
a prototype to support it. The ITAD tool was used as a starting point for
this new approach since it also supports the simulation of contextual values,
a useful feature to replicate situations difficult to debug during actual use.
The prototype shows the contextual elements on the left side of the interface
and on the right side the selected rules and associated suggestions. In real
use cases, the context can also be made up of hundreds of connected objects
and services, and users can create and activate dozens of rules. For this rea-
son, the proposed tool allows the selection of which automations to analyse.
To simplify the use, the tool will only show by default the context attributes
values related to the rules in question. All these values are editable by the
user. The analysis features are exposed via a toolbar at the top of the appli-
cation. Among these features, it is possible to save or load commonly used
scenarios (set of context attributes values), simulate the execution of selected
rules, analyse their problems, and receive suggestions regarding a selected
long-term goal. The simulation takes in input the automations defined and
the specification of the context attributes values, and indicates the automa-
tions that will be executed, and, on user demand, explains the reasons for
execution or non-execution. Concerning conflicts between actions, the first
check is whether there is an overlap of the trigger part of the selected automa-
tions. If positive, it is then checked whether their actions are related to the
same object and incompatible, such as “change the kitchen light colour to
warm” and “turn off the kitchen light”. As regards the activation of rules,
the values of the simulator are also updated considering the effects of the
automations that are executed in it. These changes are highlighted to make
them evident to the user. Once the context simulation has been updated, the
system checks whether the changes lead to new rule activations and even-
tually displays them (and checks for further updates of the context). This
procedure also allows the identification of loops. Concerning indirect acti-
vations, the system must know on which environment variables each action
can act, and consequently which triggers can be affected. To this goal, we
defined a semantic structure, taking inspiration from the definitions of the
effects of actions in the CoMMA tool (Kim and Ko, 2022) and the EUPont
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ontology (Corno et al. 2019). The semantic definitions file contains a high-
level definition of the actions supported by the platform. For each action,
it describes on which environment variables it will confidently have a posi-
tive or negative impact, and on which ones it could possibly have an effect.
By retrieving these definitions, the system can also detect indirect activations
that may occur. Furthermore, the file defines for which long-term goal each
action can have a positive or negative impact and why.

A further functionality exploits these descriptions (together with pref-
erential environmental values that can be specified) to provide users with
suggestions about improving the automations based on a specific goal. The
system checks whether the actions of the selected rules can have negative
impacts on the goal, and in this case informs the user together with associ-
ated explanations, and indicates, if any, alternative actions to use instead of
the selected one.

CONCLUSION AND FUTURE DEVELOPMENTS

In this paper, we have discussed the issues concerning user control in daily
environments characterised by the presence of multiple automations involv-
ing several connected objects, devices, and services. We have identified
the most important aspect to consider and then also how to provide rele-
vant explanations understandable also by people who are not professional
software developers.

Future work will be dedicated to the implementation of the indications
emerging from this design space in the context of a smart home oriented to
support sustainability principles.
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