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ABSTRACT

Nowadays, technologies and applications have become remarkably widespread and
versatile. This versatility lies in their ability to be adapted and controlled by users
through different kinds of interfaces. A self-powered tabletop gestural interface
presents a significant technological advancement in a sustainable manner, resulting
in energy-harvesting technologies that alter the concept of power consumption. How-
ever, determining the applications for some gestural interfaces to align with users’
requirements and preferences requires further consideration. To this end, we con-
ducted a survey and a semi-structured interview through a user-centred design (UCD)
approach with 20 end-users in pairs to increase engagement between participants in
selecting a smart application for a self-powered gestural interface. We presented the
self-powered gestural interface with eight different applications and domains deter-
mined from the literature. Our findings indicated that users may find one application
more beneficial than the other based on the quantitative data. In addition, our quali-
tative investigation focused on the reasons behind the ratings, where we used open
coding from participant interviews and conducted a thematic analysis that revealed
three high-level themes: touchless gestures, user experience, and other applica-
tions. Ultimately, the combination of users’ feedback from quantitative and qualitative
means led us to capture the selected application by users and build on it in future
research.

Keywords: Self-powered tabletop gestural interface, User-centred design, Smart application,
Touchless gestures

INTRODUCTION

Applications in the technological era are versatile and could be controlled
by users using a variety of interactions and interfaces. User-friendly appli-
cations are one of the outcomes of research in the field of human-computer
interaction (HCI), aimed at building applications that meet users’ needs and
preferences. The user-centred design (UCD) approach (Lowdermilk, 2013)
is an effective way to build user-friendly applications where researchers can
gather feedback from end-users directly according to their decisions. Con-
sequently, determining the applications based on users’ perceptions could
contribute to the adaptation of technologies.
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The new generation of some technologies relies on gesture-based inputs
for navigation and manipulation (Xiao et al., 2022), along with using
sensor technologies as controllers for applications (Li et al., 2018). Self-
powered sensor technologies are comprised of components that possess
the capability to sense, communicate, control, and respond (Wu et al.,
2020), thereby enabling them to function autonomously, without the need
for external power sources, and in a sustainable manner (Wang, 2010).
Therefore, this is what will result in the development of green Internet of
Things systems, as these energy-harvesting technologies will alter the con-
cept of power consumption (Adila et al., 2018), which could enhance the
feasibility of controlling a selected application through self-powered sensor
technologies.

Existing research has explored different types of self-powered sensors. Ser-
pentine (Shahmiri et al., 2019) is a self-powered cord that is based on the
principles of the triboelectric nanogenerator and can be deformed reversibly
to measure a variety of human inputs, including gestures. Researchers have
suggested that Serpentine might be used as a slingshot gaming controller
since it permits control using two-handed gestures. In addition, PViMat
(Sorescu et al., 2020) is a self-powered tabletop gestural interface that is
based on a solar photovoltaic system. This interface is portable and could
be used on indoor surfaces or outdoor environments that could control
some potential applications. These studies have suggested some applications
that could be controlled by these sensors. The current literature focuses
only on the technical aspects and benefits of self-powered sensors in terms
of sustainability, energy efficiency, cost-effectiveness, and flexibility. How-
ever, understanding users’ preferences for controlling smart applications
using self-powered sensors requires further consideration. In contrast, Web
on the Wall (Morris, 2012), emphasises the consideration of users’ needs
by asking participants about the scenarios they find most preferred and
beneficial while interacting with a web browser, using Microsoft’s Kinect
sensor.

In this study, we used the self-powered sensor featuring technical aspects
along with user engagement to identify applications for the gestural inter-
face to match their preferences and needs, as previous research suggested
potential applications from the researchers’ perspective, yet the end-users’
perspective was not considered, which needs further investigation. In light
of this, it becomes imperative to adopt the UCD approach (Chammas et al.,
2015) by incorporating a survey and a semi-structured interview as mixed-
methods (John w. Creswell, 2017; Lazar et al., 2017) that could provide
valuable input and a comprehensive understanding of users’ preferences. In
this paper, we elicited users’ preferences on smart applications for a self-
powered tabletop gestural interface and obtained results from quantitative
and qualitative means through the UCD approach applied to 20 end-users,
leading to the selection of the preferable smart application to build future
research on it.
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COMBINING QUANTITATIVE AND QUALITATIVE RESEARCH
METHODOLOGIES IN SELECTING A SMART APPLICATION

We followed the principle of combining the quantitative and qualitativemeth-
ods by conducting a survey, and then followed up with a semi-structured
interview. In order to gain a more comprehensive understanding of users’
preferences in selecting a smart application, a combination of quantitative
and qualitative research methods is necessary (Onwuegbuzie& Leech, 2004).
In addition, approaching both techniques allows practical researchers to use
qualitative research to inform quantitative research, and vice versa (Onwueg-
buzie & Leech, 2005). To find the preferable application from the end-users’
perspective that likely benefits from using touchless hand gestures with the
self-powered tabletop gestural interface (Sorescu et al., 2020), we initially
selected the domains based on the literature (see Table 1), where these studies
applied hand gestures with different applications. Then we set our hypothesis
to be evaluated through the survey:

• H1: Participants’ preferences significantly differ when selecting the appli-
cations to be controlled by the self-powered tabletop gestural interface,
reflecting its effect.

Table 1. The eight applications with their possible functionalities.

Smart applications Possible actions and functions References

Smart-home
devices

Controlling TV, media player, smart
speaker, light bulbs, blinds, AC,
thermostat, fan, security systems, etc.

(Kühnel et al.,
2011;
Vogiatzidakis &
Koutsabasis, 2019)

Wall/Public
displays

Media controlling and navigation, using
maps, web browsing, playing games,
voting and commenting for urban
planning, etc.

(Du et al., 2019; H.
J. Kim et al., 2011;
Rodriguez &
Marquardt, 2017)

VR/AR and Mixed
reality – using head
mounted displays

3D objects/hologram manipulation (e.g.,
selection, translation, rotation, and scale),
map navigation, playing games, etc.

(Chen et al., 2021)

Smartphone/
Smartwatch

Menu navigation, selection, home screen
and app switching, map navigation, web
browsing, controlling media player, etc.

(Faleel et al., 2020;
Shimon et al.,
2016)

Tabletop/Tablet Using a Microsoft Surface or tablet
computer, i.e., menu navigation and
selection, text/image/video editing, web
browsing, playing games, etc.

(Wobbrock et al.,
2009)

Vehicle Media controlling, answering phone
calls, map navigation, etc.

(May et al., 2017)

Robot Movement, following, getting attention,
object selection and manipulation, etc.

(L. H. Kim et al.,
2020)

Drone Flying, object following, and camera
controls, etc.

(Seuter et al.,
2018)
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Figure 1: (1) Experimental setup: (a) self-powered tabletop gestural interface is shown
alongside all eight smart applications as artefacts: (b) smart-home devices (i.e., light
bulbs and fan), (c) wall/public displays, (d) VR/AR and mixed reality – using head-
mounted displays, (e) smartphone/smartwatch, (f) tabletop/tablet, (g) vehicle, (h)
robot, and (i) drone. (2): Participants work in pairs to increase engagement in selecting
the smart application for the gestural interface.

Table 2. The eight applications with the giving six commands.

Smart applications Commands

Smart-home devices Lights (Turn on/off – Dim up/down), and Fan (Airflow
increase/decrease).

Wall/Public displays Browser (Open/Close), Go (Backword/Forward), and
Option (Select/Deselect).

VR/AR and Mixed
reality – using head
mounted displays

Move (up/down), Select, Shrink, Create, and Delete.

Smartphone/Smartwatch Call (answer/hang up/ignore), Stopwatch (start/stop),
and View time.

Tabletop/Tablet Select (single/group), Rotate, Shrink, Enlarge, and Pan.
Vehicle Call (answer/hang up), Screen zoom (in/out), and

Media (play/pause).
Robot Speed (up/down), Steer (left/right), Follow trajectory,

and Stop.
Drone Land, Take off, Follow, Stop following, and Fly

(higher/lower).

We conducted the study by recruiting 20 participants (13F, 7M, aged 26–35
years, with an average and SD of 28.8 ± 5.5 years) from a university cam-
pus as open participation through an email invitation advertisement. The
participants were diverse, coming from various backgrounds and nationali-
ties with different cultures. The experiment was done in pairs to expand the
opportunity for engagement, interaction, and discussion, generating appli-
cable findings through the collaboration of diverse individuals. All eight
applications were presented in front of the participants, including the self-
powered gestural interface (see Figure 1). The participants were given six
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commands for possible actions and functions of each application to investi-
gate the likely benefit of using touchless hand gestures with a mobile rollable
gestural interface, as we asked participants to perform gestures based on
that command using the interface in a simulation manner (see Table 2).
The study was divided into filling out a survey and following up with a
semi-structured interview with open-ended questions. Hence, the partici-
pants stated if they had prior experience with touchless gestures, recorded
their ratings on a 5-point Likert scale for all eight applications, answered an
open-ended question for each rating, and gave their thoughts on any other
applications:

1. Do you have prior experience with using touchless gestures before this
study? If the answer is yes, what was the interface?

2. Please state your level of agreement for the following applications with
their possible functions (see Table 1), likely benefiting from using touch-
less gestures with the self-powered tabletop gestural interface.

3. Could you please tell us why you rated the application at this level of
agreement?

4. Do you think there is another application that can be used and will be
beneficial?

We obtained the following answers from participants:

1. Two participants reported prior experiences with touchless gestures on
tablets and smartphones. The rest 18 participants had no prior experience.

2. All participants rated the smart-home devices as the most preferable
application, whereas they rated the smartphone/smartwatch as the least
preferable application (see Figure 3).

3. We answer the following question through thematic analysis, as discussed
in the section: Qualitative Semi-Structured Interview.

4. Nine participants out of 20 suggested that the self-powered tabletop
gestural interface could be helpful in serving the medical/healthcare, edu-
cation, and entertainment sectors. Whereas the rest 11 stated nothing
came to their mind, as most of them were presented in the study.

Ultimately, combining these methods yielded significant results that led us
to capture the users’ preferences in eliciting the desired application.

Procedure

Before proceeding with our study, we followed the approved procedures of
our Institutional Review Board (IRB–021121/4583) to organise and run the
study. We started with a 10-minute welcoming phase, as we welcomed par-
ticipants in pairs and asked each participant to scan a QR code to access the
study materials, including the consent form, demographic information, and
information sheet. Then we introduced a 2-minute short video illustrating
the self-powered tabletop gestural interface to give participants an insight
into this interface. Afterwards, 8 minutes were spent explaining the partici-
pants’ role through a presentation where we asked participants to consider
three main points before going ahead and filling up the survey questions. The
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threemain points covered the following by asking participants to: a) take time
to interact with the artefacts and imagine the possible interactions by shar-
ing and discussing thoughts and ideas in pairs before giving the agreement
ratings on the survey; b) use some of the commands (see image3.pngby-step
experimental protocol.

Figure 2: Step-by-step experimental protocol explaining the procedure.

QUANTITATIVE SURVEY

The quantitative data that was acquired from the 5-point Likert scale online
survey assessing participants’ agreement level on the type of applications was
tested using Friedman’s two-way ANOVA by rank test (Lazar et al., 2017)
within SPSS quantitative analysis software based on the following equation:

FM =
[

12
NK (K + 1)

]
∗

k∑
j = 1

R2
j −

[
3 N (k + 1)

]
(1)

In Eq. (1), K is the number of applications (K = 8), N is the num-
ber of participants (N = 20), and Rj is the total of the ranks. The test
found that: FM = 31.030, degree of freedom (df) = 7, and p < 0.001.
Assuming that we select α = 0.05, the critical value is χ2 = 14.067.
Hypothesising that participants’ preferences significantly do not differ when
selecting the applications to be controlled by the self-powered tabletop ges-
tural interface, reflecting its effect. Therefore, we reject the null hypothesis
as the critical value is less than the test value. Depending on their prefer-
ences and the effect of the interface, users may find one application more
preferred than the other. By showing the error bars, we were able to repre-
sent the variability and precision of the data, while selecting applications
based on the mean and standard deviation reflected different aspects of
the data. It is noticeable that the smart-home devices application was the
most preferable and consistent, as it received the highest mean and lowest
standard deviation. Conversely, smartphone/smartwatch obtained the low-
est mean, while the robot acquired the highest standard deviation, reflecting
lower mean satisfaction and higher data variability among the participants
(see Figure 3).
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Figure 3: The mean ranks and standard deviations for eight smart applications.

QUALITATIVE SEMI-STRUCTURED INTERVIEW

We conducted a semi-structured interview with participants to clarify their
ratings among applications and their suggestions about other applications.
The qualitative data was collected through notes and voice recordings from
the interviews, and then we transcribed and coded these data within the
NVivo qualitative analysis software. Using open coding from participants’
interviews, we conducted a thematic analysis (Terry et al., 2017) of our data
under the oversight of two researchers. Our qualitative investigation revealed
three high-level themes: touchless gestures, user experience, and other appli-
cations. We identified 76 codes linked to the level of agreement for the
eight applications, likely benefiting from using touchless gestures with the
self-powered tabletop gestural interface.
A. Touchless gestures:We extracted this theme based on the thematic anal-

ysis that shed light on participants’ attitudes towards the ease of use, personal
hygiene, and accessibility benefits offered by touchless gesture interaction on
a self-powered tabletop gestural interface to control smart applications. The
majority of participants showed their willingness to use touchless gestures
on the interface to control smart-home devices, as 17 out of 20 participants
sensed the usefulness of touchless gestures and thought it would be valu-
able for controlling home appliances where it is suitable and considered the
hygiene aspect. Conversely, 14 out of 20 participants showed their unwill-
ingness to use touchless gestures on the interface to control smartphones and
smartwatches as they are self-sufficient and already feature mobility, where
touch interaction is much more convenient than touchless interaction. In
addition, for the rest six applications, participants were moderately support-
ive when they had the option to control them using touchless gestures (see
Table 3).
B. User experience: This theme illustrates participants’ prior experiences

justifying their ratings on the eight applications, highlighting the potential
impact this interface could have across these applications and suggesting a
shift towards a more intuitive and engaging user experience across smart
applications. Based on participants’ ratings, smart-home devices scored the
highest due to their ease of use and convenience, making it the most pre-
ferred application. On the other hand, participants reported that using
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touchless gestures on smartphones/smartwatches are uncomfortable and not
user-friendly, as they could cause some usability issues, leading to frustration
and inconvenience, such as answering calls or deleting important apps by
mistake (see Table 4).

Table 3. Quotes from participants indicating the touchless gestures theme. +/– signs
indicate positive and negative opinions; neutral opinions do not contain signs.

Smart applications Quotes from participants

Touchless
Gestures

Smart-home
devices

P10+”In situations like smart-home device control, I
think this type of interaction is ideal and really suits”.
P19+”I believe it is more useful because it keeps the
device clean, and you can control it just by a gesture”.
P20+”Touchless gestures will help me to keep my
home clean”.

Wall/Public
displays

P8+”I think using touchless gestures on public
displays are useful as they protect my hand from
collecting any dirt and bacteria”.

VR/AR and
Mixed
reality – using
head mounted
displays

P8+”When I play a game and I am tense while
controlling it with a joystick, it will not make me
comfortable, so I believe using gestures will make it
easier to control the game”.
P14”Touchless gestures are nice, even if it’s not my
specialty to use head mounted display, but if I feel it
does the same features as traditional controllers no
problem to have it”.
P6–”This type of interaction would be more suitable
for applications that don’t require movement and
can be controlled while sitting, so I don’t think it is
useful for VR/AR users”.

Smartphone/
Smartwatch

P3–”I can just use my phone; I don’t need this
interface to control”.
P10–”In most cases, if I am using a smartwatch and
going somewhere, I want to touch the actual screen
for interaction”.

Tabletop/Tablet P19+”As we use the tabletop sometimes in public
places, it is safer and cleaner to use gestures than to
touch it”.
P6”I would rate tabletops as neutral, as I think
zooming or rotating something using a touchscreen
probably isn’t too much harder than waving your
hands over the sensor”.

Vehicle P10”Gesture controls are great for quick functions
like picking up calls, but when it comes to
controlling media and navigation, my hand is often
off the steering wheel, which needs to be
considered”.

Robot P17+”I strongly agree with using touchless gestures
to control robots, as it can enhance performance”.

Drone P17+”I agree with using gestures to control a drone,
as it is an interesting advanced technology”.
P9–” I am used to using a traditional controller to
operate a drone, so I imagine that using gestures
might make me feel more uneasy”.
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Table 4. Quotes from participants indicating the user experience theme. +/– signs
indicate positive and negative opinions; neutral opinions do not contain signs.

Smart applications Quotes from participants

User
Experience

Smart-home
devices

P9+”For ease of use, I think I’d prefer an automated
system rather than manually turning on the heater at
home”.
P1+”I am lazy, so if the interface was placed next to
my bed, then I don’t have to get up to turn off the
lights”.
P14+”I feel this interface is comfortable to use to
control smart-home devices and might be better
than the traditional ways”.

Wall/Public
displays

P1”I would rate it neutral as it may cause some
mistakes while selecting some options, yet I feel it
could be interesting”.

VR/AR and
Mixed
reality – using
head mounted
displays

P13+”I think it’s much easier because you are wear-
ing a head-mounted display and your hand is just
moving over the interface”.
P10–”As VR requires moving around and having
dynamic interaction with objects, I believe this
interface requires me to stay fixed, which makes
integrating with these systems difficult”.

Smartphone/
Smartwatch

P11–”Using my phone with the touching feature is
much easier”.
P1–”I don’t think smartphones and smartwatches
will take any benefit from using this interface; it is
already super mobile”.
P8–” It is easy and simple to pick up my phone, as it
is pointless to carry my smartphone and the
interface together”.

Tabletop/Tablet P14–”As a researcher, I would prefer to be very
accurate and careful about things I do with my
tablet. I prefer to make sure that everything is
secure, so it’s not an option for me”.

Vehicle P5+”For safety, I guess it is important to use it with
the vehicles”.
P2”I might want to use it in vehicles controlling
media and GPS, but I still wouldn’t for safety issues,
so I am uncertain”.
P7–”Only for safety, I wouldn’t say I agree because
this is dangerous, where I can’t trust it”.

Robot P11–”I think that this interface should be more
precise in deciding the movements of robots”.

Drone P12–”In my experience, the joystick expresses my
thoughts; I would like to operate drones using only
the joystick or controller”.

C. Other applications: This theme covers participants’ suggestions for
other applications that could be controlled by using the interface, where 11
out of 20 stated nothing came to their mind, as most were presented in the
study. However, one participant suggested that it could be helpful to serve the
medical/healthcare sector: “Instead of clicking on the buttons of the patients’
bed, you can just control it with gestures, by moving up and down to adjust
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the bed” [P8]. In addition, three participants suggested that it would be ben-
eficial to serve the education domain, P7 stated “Having this interface in the
classroom while teaching students will be interesting and would ease teach-
ing”. Finally, entertainment was also mentioned by two other participants,
as P10 mentioned that “Controlling video games or geometric-based games
with this interface would be very interesting”.

In light of our analysis, as we combined the quantitative and qualitative
results, we were able to select and determine the smart application for the
self-powered tabletop gestural interface to be smart-home devices. Therefore,
smart-home devices were defined by the end-users as being the most suitable,
convenient, and easy to control among the eight applications that promote
the user experience.

DISCUSSION

Our research findings by employing a mixed-methods approach through
quantitative and qualitative means, revealed that mixing different methods
could produce more complete and reliable insights for researchers to cap-
ture the preferred application for the self-powered tabletop gestural interface.
Consistent with prior research (Weichbroth, 2019), we fed our quantitative
results with our qualitative findings, as the quantitative aspect of the study
provides numerical insights into users’ preferences, yet it might not capture
the specific details that the qualitative mean could reveal. In the same line
with previous research (Morris, 2012), paralleling the focus on understand-
ing users’ preferences in specific interaction scenarios, where they focused on
scenarios while interacting with web browsers, we focused on users’ desires
for a smart application for a self-powered tabletop gestural interface.We both
followed a survey procedure to collect the users’ preferences, which highlights
the value of the UCD approach to tailoring research to users’ perceptions.
Our study included a diverse population of participants representing vari-
ous backgrounds and nationalities, yet cultural differences could affect users’
preferences in unforeseen ways.

CONCLUSION

In this paper, we identified the smart application for a self-powered tabletop
gestural interface with 20 end-users based on their needs and preferences.
With technologies becoming increasingly widespread and versatile, choos-
ing the application to align with users’ preferences and requirements needs
further consideration. Therefore, the participants explored the likely benefit
of using touchless hand gestures with a mobile rollable gestural interface on
eight different smart applications. Our findings from the quantitative analy-
sis revealed that end-users rated smart-home devices as the highest, with the
top mean rank and a low standard deviation. Consequently, our qualitative
findings informed our quantitative results by giving richer results showing
the reasons behind these ratings and their choices to use the interface for
controlling the applications. Combining quantitative and qualitative research
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methods provided more complete and reliable insights for researchers to cap-
ture the user-friendly preferred application and to build future research aimed
at improving user experiences as part of HCI.
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