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ABSTRACT

Automated driving is seen as an essential part of the mobility of the future. This does
not only affect the private sector but the public one as well. One consequence of this
automation, in the public sector, is, that there won’t be any vehicle driver. This will
lead to a need for additional systems, taking over further tasks on top of driving,
which were previously executed by the vehicle driver too. One of those tasks is to
answer the passengers’ questions, e.g. regarding future stops or alternative routes.
This is particularly important in the bus sector. In this sector, there is greater pas-
senger uncertainty, because the vehicle is not bound to fixed routes, due to the use
of public roads, like in the case of a (suburban) train. This usage can lead to route
changes, caused by e.g. road works or traffic jams. Consequently, an automated vehi-
cle needs to be able to answer questions asked by the passengers. In order to address
the passenger’s uncertainty, these answers should be easy to understand and per-
sonalized/ fitted to the questions asked. In this paper, three different approaches to
automatically answer questions in the context of an automated bus are proposed.
These approaches are 1) a rule-based system, 2) a system based on a large language
model (LLM) like GPT-4 or LaMDA, and 3) a hybrid system of rules and an LLM. The
different approaches are being conceptualized and discussed. In the scope of the con-
ceptualization, requirements as well as further challenges are derived. The discussion
focuses on the capabilities to answer questions correctly and handle different lan-
guages as well as bad language. Additionally, the remaining challenges are further
addressed. This includes e.g. handling emergency calls, vandalism reports, and the
distribution of responsibilities regarding and the interaction with a passenger emer-
gency management system. Following the discussion, the arguments are used to rate
the approaches. Using this rating, the hybrid approach seems to be the most suited
one. The reasons for this conclusion are, on the one hand, the capability to restrictions
using the rules, including a defined course of action in certain situations, and on the
other hand, the LLM’s ability to answer in a natural manner. Lastly, possible extensions
for the hybrid approach are discussed.
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INTRODUCTION

Automated driving is seen as a part of the future mobility. Possible reasons
for this are a lower risk of accidents or a lower fuel consumption (Milakis
et al., 2017). These arguments do not only apply to the private sector, but
to the public one as well (e.g. (Lauber et al., 2019)). Additionally, in the
public one, automated vehicles can be more cost-efficient due to a reduced
need for personnel like drivers (Brenner et al., 2021). In the case of buses,
the drivers not only steer the vehicle but perform other tasks as well (VDV,
2023). One of those tasks is to answer the passengers’ questions (VDV, 2023).
Therefore, in an automated bus, this task has to be performed by another
system.

In this paper, three different approaches to realize such a system are
conceptualized, discussed and rated. The discussion is not limited to a tech-
nical viewpoint but rather thematizes topics like handling an emergency and
the passengers’ privacy. Therefore, this paper contributes to the field of
automating public transportation, especially the bus sector.

FUNDAMENTALS

Classically, passenger information systems, which are being used in combi-
nation with buses, provide the departure time of each vehicle at a specific
station (Chandurkar et al., 2013). If a passenger is unsure about the destina-
tion of a bus, he/ she can ask the bus driver (VDV, 2023). Therefore, being
able to communicate in the local language is a skill required by bus drivers
(VDV, 2023). Normally, it is, for a bus driver, not sufficient to only know
the destinations being served by his/ her vehicle (VDV, 2023). In Addition,
he/ she needs to know all other destinations as well as the lines serving them
(VDV, 2023). Otherwise, he/ she could, depending on the question asked, not
provide a correct answer.

In contrast to a human “manually” answering questions, language mod-
els (LM) are being used to perform this task automatically (Vaswani, 2017).
In specific, LMs are used to automatically process and/ or generate human
language (Vaswani, 2017). LLMs are one possible approach to implement an
LM (Vaswani, 2017). LLMs are deep neural networks (Chang et al., 2023).
In specific, they are Transformers, which are based on self-attention mod-
ules (Vaswani, 2017). Examples of current LLM architectures are GPT-4
(OpenAI 2023) or LaMDA (Thoppilan, 2022). Another possible approach is
rule-based (Chen et al., 2019). In this case, rules are generated, which extract
the desired information (Chen et al., 2019). These rules can e.g. search for
specific words or use regular expressions to extract information and/ or gener-
ate text (Chen et al., 2019). Further, Hidden Markov Models (HMMs) can be
used (Pande et al., 2022). Simply speaking, they use a statistic in order to pre-
dict the next word (or words) based on the current ones (Pande et al, 2022).
Due to HMM-based approaches suffering the same disadvantages as rule-
based ones, e.g. modelling correlations in long sentences, both approaches
are summarized in one category called rule-based.
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CONTEXT AND SETTING

Context

The need for an automated passenger information system, replacing the
driver as an information source, is caused by the automation of the bus. To be
specific, it is assumed, that the level of automation is at least 4, according to
the taxonomy introduced by the SAE J3016 (SAE 2021). Additionally, there
is no human (bus) driver present. Further, the bus operates in the public trans-
port sector, transporting multiple persons at once. It stops at pre-defined bus
stops, which are summarized in a line. In contrast to e.g. a train, the route,
taken by the bus, is not fixed and can be adapted during the ride.

Requirements

Using this context, requirements can be derived. At first, the system has to
answer correctly in a suitable amount of time. Otherwise, it won’t be used
by the passengers. In addition, it has to answer in an understandable manner,
supporting the local language(s) as well as dialect(s). Moreover, it has to be
able to handle background noise from e.g. other passengers, the vehicle’s
engine or the traffic.

Due to the lack of a constant internet connection (e.g. rural areas or tun-
nels), the system should be able to operate on board. This does not exclude
having a backend system handling requests. Additionally, it should support
a variety of languages and dialects, such that all locals, as well as tourists,
can use the system. In addition, it should only answer questions related the
public transportation using natural-sounding sentences.

Challenges

In addition, there are topics which have to be discussed but cannot be for-
mulated as requirements. Instead, they will be formulated as questions and
represent further challenges. These questions are:

• Must the system respond to emergencies and/ or calls for help? If yes:
how?

• How does the system handle other reports like vandalism?
• Should the system be able to participate in a conversation or only answer

specific questions?
• How should the system react to inappropriate questions or statements?
• How long is a suitable amount of time to provide an answer?
• How does the system communicate in an understandable manner?
• Is it necessary to protect the privacy of the questioner? If yes: How?

CONCEPT

Using the requirements as well as the problem context, a conceptual system
can be derived. This derived concept is visualized in Figure 1 and Figure 2.
The single components are:
Question in spoken language: In general, the system will be asked a question
in natural, spoken language. Therefore, the system’s input will be the asked
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question. Additionally, meta-information like the time and date as well as the
current station and line are needed.
Filter1: Then, the signal should be filtered, in order to erase noise like people
talking in the background or sounds caused by the operation of the vehicle.
Speech2Text: After this, the speech signal is going to be transcribed using a
speech-to-text system.
Filter2: Then, a second filter will be used. This filter tackles inappropriate
language like insults and racism. It should decide if a question is going to be
answered or not. In the case of not answering the question, an explanation
should be provided.

Figure 1: Schematic visualization of the conceptual procedure of the voicebot.

Figure 2: Schematic visualization of the conceptual processing unit.
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Processing unit: There are three different possibilities in order to implement
the processing unit. The first one is a pure AI-based solution. In this case, the
(pre-) processed question will be used as input for a trained LLM. The output
of the LLM represents the answer in natural, written language. The second
possibility is a pure rule-based system. This system will search for keywords
like station names, line names and time, using rules and/ or an HMM. With
this information, it will infer, what the questioner wants to know. Then, it will
use a database or some kind of web app/ backend service to get the desired
information. Lastly, an answer has to be formulated. This can be done using
prepared sentences. These sentences will be complemented with question-
specific information. The third possibility is a hybrid solution. It will infer
the desired information using the rule-based approach. Then, metadata, the
question and the desired information will be passed to an LLM, in order to
formulate an answer.
Text2speech: In the last step, the answer is converted from a textual repre-
sentation to an audio signal. These systems are referred to as text-to-speech
systems.

DISCUSSION

Language Dependency

A not yet addressed topic is the support of different languages. This sup-
port can be achieved using two different approaches: 1) all components
are language-specific and 2) every component can handle all supported
languages.

If all components are language-specific (1), then a language check has to
be performed. Using the result of this check, the components realizing the
questions’ language are to be selected. This will require the implementation,
training, and integration of multiple, similar components, supporting differ-
ent languages. Following this, all components should be stored in the vehicle’s
computing system, which will increase the computing resources needed. An
alternative solution would be to use a translator to convert the question into
a pre-defined language. Obviously, the system’s answer has to be translated as
well. In this case, an additional error source - the translator - is introduced.
If the translation is erroneous, it could be impossible to provide a correct
answer to the original question. Lastly, instead of an automated language
check, it would be possible to let the user select the language. This would
erase the system’s need to detect the language spoken and therefore a pos-
sible error source. On the downside, it would introduce a communication
barrier, especially for physically limited persons, as well as a non-automated
system in an automated environment.

In the second case (2), if a rule-based system is used, the number of
rules, such that all languages are supported, will increase. This will probably
increase the memory consumption as well as the execution time. Addition-
ally, a strategy is needed for handling ambiguous phrases. In the case of an
AI-based system, the training data has to contain examples from all sup-
ported languages. Therefore, the amount of data needed for training as well
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as the training time will increase. Further, the specific LLM has to be able to
support different languages.

Loss of Vocal Information

Due to the conversion of the spoken question to a textual one, vocal infor-
mation will be lost. This will prevent the system from getting (at least partly)
insight into the emotional state of the questioner. Due to the aim of answering
questions about the public transportation system, this will not be a hindrance.
It could even be interpreted as a positive aspect of respecting the privacy of
the person asking the question. On the downside, identifying if the asked
question originates from the same person or another cannot be performed
using this information. If the identification is necessary, then the information
has to be obtained using other means, like the questions’ phrasing and con-
tent. This could be relevant if the system is intended to converse instead of
answering single, independent questions.

Inappropriate Language

The described, second filter should check for inappropriate language and
questions. In the concept, it is realized as a binary filter, deciding if a question
is going to be answered or not. If this task were performed by a human being,
the classification as “not appropriate” would probably be dependent on the
evaluating human, because different persons will label different statements as
not appropriate. The same case can be observed regarding the content of the
questions instead of the words being used. Therefore, the dataset being used
to train, evaluate and test the system and its components should include ques-
tions and answers from multiple persons belonging to different social strata.
In addition, the procedure of not answering inappropriate or offensive ques-
tions could cause user irritation, excessive use of inappropriate language or
trigger violent behaviour. Therefore, such a behaviour should be extensively
tested. In addition, the system should at least inform the questioner, that the
question is not going to be answered. Providing an explanation would be
desirable.

In general, such situations should be avoided, in order to protect the ques-
tioner as well as other passengers. One possible approach could be to answer
inappropriate or offensive questions. In this case (as well as in general), the
answer itself as well as the used language should neither be offensive nor
inappropriate. In this context, the second filter could be used to filter out
the inappropriate or offensive parts. This would, on the downside, introduce
a bias or could render the questions unanswerable. Alternatively, the topic
could be addressed in the specific component generating the answer. In the
case of a rule-based system, the rules should be formulated in such a manner,
that the generation of inappropriate and offensive language and content is
not possible. If an LLM is going to be used, the training, validation and test
data has to include corresponding examples.

Remaining Challenges

In order to protect the passengers’ privacy, the system won’t be able to lis-
ten constantly. Otherwise, it could e.g. overhear a private communication
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and therefore, process private information or answer questions which are
not directed to itself. Following this, it should respond to specific words (like
Alexa, Siri, or Google Assistant), while pressing of some kind of a button is
excluded due to the mentioned reasons (s. Language dependency). Addition-
ally, posed questions can include private information. In order to ensure the
passengers’ privacy, the answer is not allowed to contain those. In the spe-
cific implementation, the rules of a rule-based system should be formulated
in such a way, that they filter them out before extracting or generating fur-
ther information. This can lead to a loss of information but will ensure the
passengers’ privacy. In the case of an LLM generating the answer, the training
data has to include corresponding examples. In these examples, the question
should include private information, while the answer doesn’t. An alternative
solution could be to filter the question before it is processed by the LLM.
Depending on the filter as well as the question, this could introduce a bias,
impacting the generated answer.

If the system is triggered in case of an emergency, it has to be able to deal
with it. Not addressing an emergency would be unethical and probably liable.
A possible solution would be to forward the communication to the passenger
emergency management system, which is, per definition, responsible for han-
dling emergencies. Following this, the passenger should be informed about
the process, e.g. in the form of a standardized answer. It should be taken
care, that the answer is provided in the same manner as the emergency call
was posed. Otherwise, the response could endanger the passenger due to cre-
ating attention. In the case of reports like vandalism, a similar approach has
to be implemented.

The system should, in addition, be able to communicate in an understand-
able way. This does include, in a foremost manner, the language as well as its
dialects. The system has to automatically detect the language and answer in
the same one, in order to be understandable (s. Language dependency). Addi-
tionally, the system should only use common words and phrases. Otherwise,
it would not be accessible. Ideally, the system would adapt to the questioners
speaking habits. In the case of an LLM-based system, this could be realized,
if covered by the training data.

ALTERNATIVE CONCEPTS

Comparison and Rating

Rule-Based System
Regarding the processing unit, the rule-based approach offers the least flex-
ibility. Only questions which are covered by the rule engine, are going to be
answered. This can be, on the one hand, rated as a negative point, because
the space of possible answers will be restricted by the existing rules. This will
restrict the number of questions, which are answerable. On the other hand,
this will enforce that only modelled questions, which are deemed relevant,
are answered. Additionally, the integration of a database or service, provid-
ing current roadway data, including the timetable and delays, is possible. In
addition, the generation of an answer is dependent on the ones modelled and
therefore less individualized compared to one generated by an LLM.
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AI-Based System
The pure AI-based approach only uses an LLM to answer all questions asked.
Therefore, the LLM has to be trained on all relevant topics. In addition, sam-
ples, which shouldn’t be answered, e.g. due to missing relevance, have to be
included. Otherwise, the LLM could extrapolate and answer questions about
topics, which are not part of its operational design domain (ODD). In this
case, it is highly likely, that the provided answers are false. In the worst case,
the answers could even endanger a passenger’s life. This already happened
in the case of an app called “Savey Mea-Bot” by PAK’nSAVE, which recom-
mended poisonous cooking recipes (Guardian, 2023). In addition, LLMs are
being pre-trained in an unsupervised manner on data crawled from the inter-
net (Bender et al., 2021). Therefore, they often suffer from e.g. societal biases
(Sheng et al., 2021), and stereotypical and derogatory biases, including dis-
ability status, ethnicity, race as well as gender (Bender et al., 2021). On the
positive side, the answers provided by an LLM can be highly personalized.
In addition, it is capable of conducting a conversation instead of answering
single, unrelated questions. Depending on the LLMs’ architecture, it is nec-
essary to retrain the LLM if a change in the public transport network or the
corresponding timetable as well as delays occur.

Hybrid System
The hybrid system combines the rule engine approach with the individual-
ization of the AI-based one. Therefore, it combines the restricted space of
possible answers with the personalization capabilities of an LLM. Following
this, it combines the described positive as well as negative aspects.

Comparison
In Table 1 the discussed points are summarized using the following five
categories:

• Answer-space: Can the system understand differently phrased questions
and answer them?

• Relevance: Does the system answer only relevant deemed questions?
• Correctness: Is the given answer correct?
• Up-to-date: Does the answer contain current information or could it be

outdated?
• Answers: Can the system phrase its answers such that they match the

question?

These questions are phrased to compare the processing unit characteristics
because the remaining components are modelled identically.

Table 1. A qualitative comparison of all three approaches, using + and − in order to
rate the capabilities positively or negatively, relative to the other ones.

Question-Space Relevance Correctness Up-to-Date Answers

Rule-based − + + + −

AI-based + − − − +

Hybrid − + + + +
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Using this simplified scheme, the hybrid approach should be the most
suited one. The reason for that is, that it combines the deterministic and
controllable procedure of the rule-based approach, with the flexibility of
an LLM. In this case, the restricted question space is interpreted positively
because it enables the system to be designed in such a way, that only ques-
tions related to public transportation are answered. Additionally, it is possible
to integrate a database or a service in a backend to retrieve current infor-
mation, like delays or changes in the lines. Using an LLM to generate an
answer from data samples incorporates the LMMs advantage of answering
in a natural-sounding manner.

Concept Extension

Theoretically, the hybrid system could be combined with a second LLM,
which is applied before the rule engine. It would be responsible for extract-
ing the information from the question. This information would then be used
as input for said rule engine. This would probably lead to an increase in
understandable and therefore answerable questions. In this case, the LLM’s
training data has to include inappropriate and offensive questions, such that
it learns to behave corresponding to the policy chosen (s. Inappropriate lan-
guage). On the downside, it requires more computing resources, due to an
additional component being introduced.

SUMMARY

In this paper, three different approaches for an automated passenger infor-
mation system are proposed as well as discussed. The approaches differ in
their method to process and answer the question. These approaches are
a set of rules (rule-based), an LLM (AI-based) or a combination of both
(hybrid). The discussion focuses on the language spoken as well as inappro-
priate and offensive questions and language. Additionally, the questioner’s
privacy, emergencies and barrier-free communication are thematized. Lastly,
the three different approaches are discussed and, based on the discussion,
rated. The hybrid approach seems to be the most suited one, due to combin-
ing the positive aspects of the rule-based with the AI-based approach. This
will result in a system which should be capable of filtering out irrelevant
questions and answering relevant ones, using a rule-based component. Addi-
tionally, it is capable of accessing backend/ web services. This will enable the
system to provide correct real-time information, even in the case of redirec-
tion or delays. Further, it can create a natural-sounding answer, that fits the
question, due to the use of an LLM.
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