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ABSTRACT

This article seeks to examine the convergent validity of (and thus the consistency
between) computer operating systems’ (OSs’) usability evaluation by a number of
popular generative artificial intelligence (AI) robots. Totally 18 popular OS versions
were included in the study, they specifically being the various versions of the three
leading OS families of Windows, macOS, and Linux. Usability was evaluated in eight
major dimensions, namely, (1) effectiveness, (2) efficiency, (3) learnability, (4) memo-
rability, (5) safety, (6) utility, (7) ergonomics, and (8) accessibility. Experimenting with a
handful of generative AI robots, Microsoft’s Copilot, Google’s PaLM, and Meta’s Llama
managed to individually accord rating scores to the aforementioned eight dimensions.
For each robot of this trio, the minimum, the maximum, the range, and the standard
deviation of the rating scores for each of the eight dimensions were computed across
the OS versions. The rating score difference for each of the eight dimensions between
each pair of these robots was calculated for each OS version. The mean of the abso-
lute value, the minimum, the maximum, the range, and the standard deviation of the
differences for each dimension between each robot pair were calculated across the
OS versions. A paired sample t-test was then applied to each dimension for the rating
score difference between each robot pair over the versions. Finally, Cronbach’s coef-
ficient alpha (α) of the rating scores was computed for each dimension between all
the three robots across the versions. These computational outcomes were to affirm
whether each robot awarded discrimination in evaluating each dimension across the
OS versions, whether each robot vis-à-vis any other robots erratically and/or system-
atically overrate or underrate any dimension over the OS versions, and whether there
was high convergent validity of (and thus consistency between) all the three robots in
evaluating each dimension across the OS versions. Among other ancillary results, it
was found that the convergent validity of the three robots in evaluating all the eight
dimensions was high, and thus such evaluation is trustworthy at least to an extent.

Keywords: Artificial intelligence, Robots, Usability, Computer operating system versions,
Convergent validity

INTRODUCTION

The usability of computer operating systems (OSs) is an important factor
that affects the user experience, productivity, and satisfaction of the users.
Usability can be defined as “the extent to which a system, product or service
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can be used by specified users to achieve specified goals with effective-
ness, efficiency, and satisfaction in a specified context of use” (ISO, 2018).
Traditionally, the usability of OSs has been evaluated by usability testing
through manual methods such as questionnaire surveys, interviews, and focus
groups (Maramba, Chatterjee, and Newman, 2019), which involve collecting
data from the users or experts and analyzing them to identify the strengths
and weaknesses of the OS design (Nielsen, 1994). However, these methods
have some limitations, such as being time-consuming, costly, subjective, and
dependent on the availability and representativeness of the participants.

Generative artificial intelligence (AI) is a branch of AI that aims to create
new content or data based on data that the AI systems have been trained
on. Generative AI creates new content in the form of images, text, audio,
and more (Baidoo-Anu and Ansah, 2023; Gartner, 2023; World Economic
Forum, 2023). Generative AI can serve as an alternative method to evaluate
the usability of OSs by, for example, generating realistic scenarios, tasks, or
user feedback that can simulate the actual use of the OSs by different types of
users. In addition, generative AI robots can be deployed to survey the opin-
ions about a large variety of OSs in a swift, inexpensive, and compendious
manner. In particular, such surveys can be conducted readily on the Inter-
net, which is populated by profuse opinions of OS users. Generative AI has
some advantages over traditional methods of evaluating OSs’ usability, such
as being faster, cheaper, more objective, and more scalable.

In the last decade, the employment of generative AI robots to investi-
gate phenomena concerning OSs has been broadly examined. In the realm
of mobile device operating systems, for example, Amin et al. (2022) put for-
ward a technique to cater for malware detection, which was by design a deep
learning model making use of generative adversarial networks. It was respon-
sible for detecting Android malware by means of famous two-player game
theory for a rock-paper-scissor problem. The researchers used three state-
of-the-art datasets and a large-scale dataset of opcodes extracted from the
Android Package Kit bytecodes. The technique achieved an F1 score of 99%
with a receiver operating characteristic of 99% on the bytecode dataset.

Another example is that Huang et al. (2022) proposed Android-SEM,
which was an Android source code semantic enhancement model based on
transfer learning. The proposed model was built upon the Transformer archi-
tecture to achieve a pre-training framework for generating code comments
from malware source codes. The performance of the pre-training framework
was optimized using a generative adversarial network. The proposed model
relied on a novel regression model-based filter to retain high-quality com-
ments and source codes for feature fusion pertinent to semantic enhancement.
Creatively, and contrary to conventional methods, a quantum support vector
machine (QSVM) was incorporated for classifying malicious Android codes
by combining quantum machine learning and classical deep learning models.
The results proved that Android-SEM achieved accuracy levels of 99.55%
and 99.01% for malware detection and malware categorization, respectively.

Notwithstanding, the author is not cognizant of any existing literature
focusing on the evaluation of OSs’ usability, whether for mobile devices
or computers in general, by means of generative AI robots. This is exactly
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the gap that this article is to fill. In particular, this article seeks to examine
the convergent validity of (and thus the consistency between) OSs’ usabil-
ity evaluation by a number of popular generative AI robots and covers the
versions of the three leading OS families of Microsoft Windows, Apple
macOS, and Linux. The 18 versions so included are Windows XP, Win-
dows Vista, Windows 7, Windows 8, Windows 10, Windows 11, Mac OS X,
OS X, macOS, Linux Mint, Manjaro Linux, Debian Linux, Ubuntu, Anter-
gos/EndeavourOS, Solus, Fedora, elementary OS, and openSUSE and were
shortlisted simply by referencing some official and authoritative websites of
the three OS families, for example, Britannica, T. Editors of Encyclopaedia
(2023) for the Windows family, Apple (2023) for the macOS family, and
Anonymous (2023) for Linux.

METHODOLOGY

Data and Materials

The present study started off in November 2023 experimenting with four
very popular generative AI robots, namely, Microsoft Copilot (Cambon
et al., 2023), Assistant (Anonymous, 2024), Google PaLM (Anil et al.,
2023), and Meta Llama (Oxford Analytica, 2023) as candidates for the
evaluation of OSs’ usability, the first one being bundled with the Microsoft
Edge browser whereas the rest having been incorporated into the AI portal
poe.com. Eight major dimensions to evaluate the perceived usability of any
OS were identified as (1) Effectiveness (Chan, 2023; Raptis et al., 2013),
(2) Efficiency (Chan, 2023; Raptis et al., 2013), (3) Learnability (Chan,
2023; Thillaieaswaran and Pasupathy, 2021), (4) Memorability (Bakiu and
Guzman, 2017; Saket, Endert, Stasko, 2016), (5) Safety (Gurbuz and Tekiner-
dogan, 2018), (6) Utility (Okumuş et al., 2016), (7) Ergonomics (Peres et al.,
2009), and (8) Accessibility (Bi et al., 2022; Chan, 2023), which were to be
rated by the robots in this study. Effectiveness refers to the chance of users
completing tasks successfully and correctly on an OS. Effectiveness of an OS
can be measured by metrics such as users’ task success rate and the number
of errors made by users on the OS. Users’ task success rate is high and users’
number of errors is low for OSs with high effectiveness. Efficiency refers to
the speed and accuracy with which users can complete their tasks using an
OS. It is influenced by factors such as the speed of the system, responsiveness
to user inputs, and the design of the user interface. Efficiency of an OS can be
measured by metrics such as the average time for users to perform a certain
number of specified tasks on the OS (Nielsen, 1994). Users complete tasks fast
on OSs with high efficiency. Learnability refers to the ease with which users
can learn how to use an OS. It is influenced by factors such as the availabil-
ity of documentation, the simplicity of the user interface, and the consistency
of the user interface. The learnability of an OS can be measured by metrics
such as the time for novice users to reach a specified level of proficiency in
using the OS or for them to be able to complete a certain task successfully on
the OS (Nielsen, 1994). Novice users’ time to be able to complete a certain
task successfully on OSs with high learnability is short. Memorability is the
ability of users to remember how to use an OS after a period of non-use. A
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memorable OS should have a simple and memorable interface that minimizes
the cognitive load and recall effort of users. Safety is the extent to which an
OS protects users from errors, failures, threats, and harms. A safe OS should
have a robust and reliable performance that prevents or recovers from system
crashes, data loss, corruption, malware attacks, or unauthorized access. Util-
ity is the range and quality of functionality and features that an OS provides
to users. A high-utility OS should have a comprehensive and diverse set of
applications and services that cater to different user needs and preferences,
as well as support interoperability and compatibility with other devices and
platforms. Ergonomics is the physical comfort and ease of use that an OS
provides to users. An ergonomic OS should have a suitable design and layout
that adapts to different user characteristics, such as the age, gender, culture,
language, vision, hearing, and motor skills, as well as different environmental
conditions, such as lighting, noise, temperature, and humidity. Accessibility
is the degree to which an OS can be used by people with disabilities or special
needs. An accessible OS should have a flexible and adaptable interface that
supports various input and output methods, such as keyboard, mouse, touch
screen, voice recognition, speech synthesis, braille display, or screen reader.

Then, the following instruction for rating scores was submitted to each of
the four robots:

“For each of the eight dimensions (1) Effectiveness, (2) Efficiency,
(3) Learnability, (4) Memorability, (5) Safety, (6) Utility, (7) Ergonomics,
and (8) Accessibility, please give a rating score to each of the major com-
puter operating system versions Windows XP, Windows Vista, Windows
7, Windows 8, Windows 10, Windows 11, Mac OS X, OS X, macOS,
Linux Mint, Manjaro Linux, Debian Linux, Ubuntu, Antergos/Endeav-
ourOS, Solus, Fedora, elementary OS, openSUSE based on a scale of 1
to 10 (1 being the worst and 10 the best). Please derive your scores from
global users’ textual comments on these eight dimensions of these ver-
sions as appear all around the web. It would be nice if you put your
scores in a table form.”

With some hiccups, Copilot replied with rating scores for all the eight dimen-
sions and the 18 OS versions enumerated in the above instruction but the
rating scores for the dimensions (5) Safety, (6) Utility, (7) Ergonomics, and (8)
Accessibility corresponding to the OS versions elementary OS and openSUSE
were missing, on which the robot claimed that it could not find enough user
comments to derive reliable scores. PaLM yielded the rating scores for all the
eight dimensions and all the 18 OS versions. As for Llama, rating scores for
all the eight dimensions but only 15 OS versions above were rendered with
Fedora, elementary OS, and openSUSE skipped. On the contrary, Assistant
predicated inability to provide any rating scores. In summary, it transpired
that only the rating scores of Copilot, PaLM, and Llama were amenable to
further analysis. Please note that the instruction above expressly underlined
“…derive your scores from global users’ textual comments on these eight
dimensions of these versions as appear all around the web.” In other words,
each robot supposedly devised its rating scores from global users’ textual
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comments appearing all around the worldwide web instead of simply ditto-
ing any extant rating scores of a similar nature assigned earlier by somebody
or some robots else.

Analysis

For each of the three robots Copilot, PaLM, and Llama, the minimum, the
maximum, the range, and the standard deviation of the rating scores for each
of the eight dimensions were calculated across all the 18 (for the dimensions
(1) Effectiveness, (2) Efficiency, (3) Learnability, and (4) Memorability in the
case of Copilot and all the eight dimensions in the case of PaLM), 16 (for
the dimensions (5) Safety, (6) Utility, (7) Ergonomics, and (8) Accessibility in
the case of Copilot), and 15 (in the case of Llama) OS versions. If there is
a substantial range and standard deviation for a particular dimension, it is
affirmed that the corresponding robot accords discrimination in rating the
dimension across the OS versions.

Subsequently, the rating score difference for each of the eight dimensions
between any pair of robots was computed for each of the OS versions to
which both robots in the pair accorded rating scores. The mean of the
absolute values, the minimum, the maximum, the range, and the standard
deviation of the differences for each dimension between each pair of robots
were computed across all those OS versions with rating scores from both
robots in the pair. If the mean of the absolute values, the range, and the stan-
dard deviation for a particular dimension are sufficiently small, it is signified
that the robots in the pair neither overrate nor underrate erratically with
respect to each other the dimension across the OS versions. A paired sam-
ple t-test was then applied to each dimension for the rating score differences
between each robot pair over those OS versions with rating scores from both
robots in the pair. If the t-test is significant for a particular dimension and
the corresponding mean difference is positive (negative), it is verified that
the first robot in the pair systematically overrates (underrates) the dimension
with respect to the second robot.

Finally, for more statistically rigorous measurement of the consistency
between all the three robots’ evaluation, Cronbach’s coefficient alpha (α)
(DeVellis, 2005) of the rating scores was computed for each of the eight
dimensions between all the three robots across all the OS versions to which
all the three robots awarded rating scores. If Cronbach’s coefficient alpha is
high, for instance, over 0.5 or 0.6 (Ling et al., 2021; Nunnally, 1967) for a
particular dimension, it is indicated that there is consistency between all the
three robots in rating the dimension across all those OS versions with rating
scores from all the three robots. Stated differently, the corresponding conver-
gent validity of all the three robots in rating the dimension across such OS
versions is high.

RESULTS

Table 1 lists the minimum, the maximum, the range, and the standard
deviation of the rating scores as rated by each of the three robots for each of
the eight dimensions across all the 18 (for the dimensions (1) Effectiveness,
(2) Efficiency, (3) Learnability, and (4) Memorability in the case of Copilot
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and all the eight dimensions in the case of PaLM), 16 (for the dimensions
(5) Safety, (6) Utility, (7) Ergonomics, and (8) Accessibility in the case of
Copilot), and 15 (in the case of Llama) OS versions. Whereas all the three
robots rated with appreciable discrimination, Copilot and Llama did more
so than PaLM, especially, in the four dimensions (5) Safety, (6) Utility,
(7) Ergonomics, and (8) Accessibility in the case of Copilot as manifested
by the disparity between the ranges and the standard deviations of these
four dimensions’ scores as rated by Copilot and Llama and those of other
dimensions as also rated by Copilot and between the ranges and the stan-
dard deviations of most dimensions’ scores as rated by Copilot and those as
rated by PaLM.

Table 1. The minimum, the maximum, the range, and the standard deviation of the
rating scores as rated by each of the three robots for each of the eight dimen-
sions across all the 18 (for the dimensions (1) Effectiveness, (2) Efficiency,
(3) Learnability, and (4) Memorability in the case of Copilot and all the eight
dimensions in the case of PaLM), 16 (for the dimensions (5) Safety, (6) Utility,
(7) Ergonomics, and (8) Accessibility in the case of Copilot), and 15 (in the case
of Llama) OS versions.

Robot
(sample
size n)

Minimum/
maximum/
range/
standard
deviation

Effective-
ness

Efficiency Learnabil-
ity

Memorabil-
ity

Safety Utility Ergonomics Accessibil-
ity

Copilot
(n = 18
or 16)

Minimum 5 4 4 4 2 3 4 3

Maximum 9 8 7 7 9 9 9 9
Range 4 4 3 3 7 6 5 6
Standard
deviation

1.0556 1.0556 0.7859 0.8324 1.8875 1.6820 1.4009 1.6279

PaLM
(n = 18)

Minimum 6 6 5 5 6 6 6 6

Maximum 9 9 9 9 9 9 9 9
Range 3 3 4 4 3 3 3 3
Standard
deviation

0.8498 0.8498 0.9164 0.9164 0.7670 0.7670 0.7670 0.7670

Llama
(n = 15)

Minimum 6 5 4 3 7 6 5 4

Maximum 9 9 8 7 10 10 9 8
Range 3 4 4 4 3 4 4 4
Standard
deviation

0.9759 1.1952 1.2228 1.2228 0.8837 1.2228 1.1952 1.2228

Table 2 enumerates the mean of the absolute values, the minimum, the
maximum, the range, and the standard deviation of the rating score differ-
ences for each of the eight dimensions between each pair of robots across
all those OS versions with rating scores from both robots in the pair. In
comparison to PaLM, Copilot tended to have overrated or underrated less
erratically the dimensions (1) Effectiveness and (2) Efficiency in view of the
corresponding means of the absolute values, the corresponding ranges, and
the corresponding standard deviations of the differences being less than those
for all the other six dimensions in respect of this robot pair and than those
for all dimensions in respect of other robot pairs.
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Table 2. The mean of the absolute values, the minimum, the maximum, the range,
and the standard deviation of the rating score differences for each of the eight
dimensions between each pair of robots across all those OS versions with
rating scores from both robots in the pair.

Robot
pair
(sample
size n)

Mean of the
absolute
values/
minimum/
maximum/
range/
standard
deviation of
the
differences

Effective-
ness

Efficiency Learnabil-
ity

Memorabil-
ity

Safety Utility Ergonomics Accessibil-
ity

Copilot –
PaLM
(n = 18a

or 16b)

Mean of the
absolute
values

0.4444 0.6667 1.7778 1.7222 1.1875 0.8125 0.8125 1.25

Minimum −1 −2 −3 −3 −5 −3 −2 −4
Maximum 1 0 −1 0 1 2 2 1
Range 2 2 2 3 6 5 4 5
Standard
deviation

0.5941 0.5941 0.7321 0.8948 1.4361 1.2633 1.0782 1.3663

Copilot –
Llama
(n = 15)

Mean of the
absolute
values

1.0667 1 1.0667 1.2 1.6667 1.0667 0.8 1.0667

Minimum −2 −2 −2 −1 −6 −3 −1 −2
Maximum 3 3 2 3 0 1 2 3
Range 5 5 4 4 6 4 3 5
Standard
deviation

1.3345 1.3870 1.2536 1.2228 1.7593 1.2649 1.0328 1.2910

PaLM
–
Llama
(n = 15)

Mean of the
absolute
values

0.9333 1.0667 1.7333 2.6 1.0667 1 1.1333 1.8

Minimum −2 −2 −1 0 −3 −3 −2 −1
Maximum 2 3 4 5 1 2 3 4
Range 4 5 5 5 4 5 5 5
Standard
deviation

1.2459 1.3558 1.3522 1.3522 1.1751 1.2910 1.3522 1.2910

a For the dimensions (1) Effectiveness, (2) Efficiency, (3) Learnability, and (4) Memorability
b For the dimensions (5) Safety, (6) Utility, (7) Ergonomics, and (8) Accessibility

Table 3 details the paired sample t-tests of the rating score differences for
each of the eight dimensions between each pair of robots over all those OS
versions with rating scores from both robots in the pair. Relative to PaLM,
Copilot inclined to systematically overrate the dimension (1) Effectiveness
(at the 5% significance level or p < 0.05) and underrate the five dimen-
sions (2) Efficiency (p < 0.01), (3) Learnability (p < 0.01), (4) Memorability
(p < 0.01), (5) Safety (p < 0.05), and (8) Accessibility (p < 0.05) whereas
Llama tended to systematically underrate the three dimensions (3) Learn-
ability (p < 0.01), (4) Memorability (p < 0.01), and (8) Accessibility (p <
0.01) and overrate (5) Safety (p < 0.05). With respect to Llama, Copilot also
inclined to systematically overrate (4) Memorability (p < 0.01) and underrate
(5) Safety (p < 0.01) and (6) Utility (p < 0.05). Otherwise, vis-à-vis each other,
the three robots neither overrated nor underrated systematically any other
dimensions.
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Table 3. The paired sample t-test of the rating score differences for each of the eight
dimensions between each pair of robots over all those OS versions with rating
scores from both robots in the pair.

Differences (sample size n) Dimension Mean difference / [95%
confidence interval]

t (p-value) / degrees of
freedom

Copilot – PaLM (n = 18) Effectiveness .333 / [.038,.629] 2.380 (.029*) / 17
Efficiency −.667 / [−.962, −.371] −4.761 (.000**) / 17
Learnability −1.778 / [−2.142, −1.414] −10.303 (.000**) / 17
Memorability −1.722 / [−2.167, −1.277] −8.166 (.000**) / 17

(n = 16) Safety −.937 / [−1.703, −.172] −2.611 (.020*) / 15
Utility −.437 / [−1.111,.236] −1.385 (.186) / 15
Ergonomics −.312 / [−.887,.262] −1.159 (.264) / 15
Accessibility −1.000 / [−1.728, −.272] −2.928 (.010*) / 15

Copilot – Llama (n = 15) Effectiveness .267 / [−.472, 1.006] .774 (.452) / 14
Efficiency −.067 / [−.835,.701] −.186 (.855) / 14
Learnability .000 / [−.694,.694] .000 (1.000) / 14
Memorability 1.067 / [.390, 1.744] 3.378 (.005**) / 14
Safety −1.667 / [−2.641, −.692] −3.669 (.003**) / 14
Utility −.800 / [−1.500, −.100] −2.449 (.028*) / 14
Ergonomics .267 / [−.305,.839] 1.000 (.334) / 14
Accessibility .667 / [−.048, 1.382] 2.000 (.065) / 14

PaLM – Llama (n = 15) Effectiveness −.133 / [−.823,.557] −.414 (.685) / 14
Efficiency .533 / [−.217, 1.284] 1.524 (.150) / 14
Learnability 1.600 / [.851, 2.349] 4.583 (.000**) / 14
Memorability 2.600 / [1.851, 3.349] 7.447 (.000**) / 14
Safety −.667 / [−1.317, −.016] −2.197 (.045*) / 14
Utility −.333 / [−1.048,.382] −1.000 (.334) / 14
Ergonomics .600 / [−.149, 1.349] 1.718 (.108) / 14
Accessibility 1.667 / [.952, 2.382] 5.000 (.000**) / 14

* p < 0.05; ** p < 0.01

Table 4 depicts Cronbach’s coefficient alpha of the rating scores for each
of the eight dimensions between all the three robots over those 15 OS ver-
sions with rating scores from all the three robots. All the eight dimensions
yielded values of Cronbach’s coefficient alpha high enough (Ling et al., 2021;
Nunnally, 1967) to infer consistency between the three robots in evaluat-
ing the dimensions. In summary, the convergent validity of the three robots
was “more than” acceptable for all the eight dimensions, and thus the three
robots may be rather, if not absolutely, trustworthy in evaluating all the eight
dimensions of the OS versions’ usability.

Table 4. Cronbach’s coefficient alpha of the rating scores for each of the eight dimen-
sions between all the three robots over those 15 OS versions with rating scores
from all the three robots.

Sample size n Effectiveness Efficiency Learnability Memorability Safety Utility Ergonomics Accessibility

15 .672 .689 .657 .638 .626 .764 .754 .725

CONCLUSION AND DISCUSSION

With a view to assessing the convergent validity of (and thus the consistency
between) generative AI robots in evaluating OS versions’ usability, it was
uncovered that the convergent validity of the three robots Copilot, PaLM,
and Llama was “more than” acceptable for all the eight usability dimensions.
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Having said that, there are still quite some factors precipitating inconsistency,
however small, between robots in the evaluation of OS versions’ usability (or,
in fact, anything under the sun), for example, the subjectivity inherent in the
textual user comments on which the robots were trained and the presumably
disparate samples of textual user comments accessible to different robots and
on which different robots were trained (Chan, 2023).

This study itself is not without its critics. First, this study experimented
with only three generative AI robots Copilot, PaLM, and Llama, which might
not be able to epitomize the profuse robots globally. Second, these three
robots were trained on data samples up to a few years back, so even the
rating scores from them today may not be indicative of the latest OS ver-
sions’ usability. Therefore, future researches of purposes comparable to this
study may augment the set of generative AI robots, especially, those having
been trained on the latest data samples.

In spite of these limitations, generative AI robots are emerging as a promis-
ing and transformative method to insightfully comprehend global users’
textual comments at scale so as to rate the diverse usability dimensions of
each OS. Such rating is far faster, less costly, more objective, and more inclu-
sive in the coverage of opinions from users of various geographic locales
worldwide than virtually any manual methods.
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