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ABSTRACT

For centuries, humans used symbols to describe scenes, objects, and events. Some of
the symbols have evolved into pictorial languages such as petroglyphs and Chinese.
The rapidly growing Extended Reality (XR) technologies enable users to experience
immersive photorealistic views with head-mounted displays, 3D projection screens,
or holographic display panels. The purpose of Extended Reality (XR) is to make invis-
ible to be visible to the user. In this study, we explore how to superimpose symbolic
feedback to the user in forms of geometric shapes, trajectory traces, spectra image,
semantic network, and multimodal alerts, including audio and tactile signals. We zoom
into the laparoscopic surgery training as a case study for applications. Our preliminary
experiment results show that the symbolism approach does not significantly increase
the distraction of attention or computational load. We also found that Extended Real-
ity, especially, multimodal alert would be a bridge between manual operations and
autonomous operations.
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INTRODUCTION

After Pablo Picasso saw the famous ice age cave paintings in Lascaux, France,
1940, Picasso said, “Since Lascaux, we have invented nothing” (Jones, 2021).
Those primitive cave paintings fit Picasso’s metaphor of figurative abstract
art. Two years later, Picasso created Bull’s Head from the seat and handlebars
of a bicycle and exhibited it at the Salon d’Automne in Paris. The art critic
Eric Gibson described the sculpture as “transparent” for its authenticity and
it is a moment of wit and highly sophisticated in its simplicity (Scott, 2019).
Picasso transformed his art from realism to symbolism through his artistic
life. He painted the very large mural Guernica with a limited palette of black,
grays, and white to portrait the aftermath of the bombing within one con-
tained space, where the forms of humans and animals were distorted and
overlapped one another, creating more shapes and narratives within the anti-
war symbolic language (Cole, 2021). Picasso emphasized the human factors
in symbolism. He said, “it is not up to the painter to define the symbols. The
public who look at the picture must interpret the symbols as they understand
them.”

For centuries, humans used symbols to describe scenes, objects, and events.
Some of the symbols have evolved into pictorial languages such as petro-
glyphs and Chinese characters (Cai, 2016). The rapidly growing Extended
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Reality (XR) technologies enable users to experience immersive photorealis-
tic views with head-mounted displays, 3D projection screens, or holographic
display panels. For example, some vehicles project the GPS navigation graph
to the windshield in real-time. The augmented reality overlays align the map
with the landmarks on the road. However, the holographic image may dis-
tract the driver’s attention or block the frontal vision. Furthermore, mixed
reality enables users to combine a physical model with realistic digital over-
lays. The border between these two worlds is getting blurry. The high-fidelity
overlays certainly enhance the visual experience. But, it might add extra
artifacts and distractions to the physical scene.

Extended Reality (XR) overlays real-time data to a screen, object, hand, or
sound that can be perceived by the user. In our everyday life, there are work-
ing models. The ultimate goal of XR is to make the invisible, visible to the
user. Figure 1 shows a symbolic navigation map projected to the windshield,
the head-up-display (HUD) for the airplane pilot to land on the runway, and
the near infrared image of the veins projected to the patient’s arm (AccuVein,
2024). There are many applied human factors and ergonomic considerations
in these devices: they are visual, symbolic, real-time, holographic overlay,
multimodal, and deep in physics such as GPS mapping, aircraft landing angle,
and spectrum imaging.

Figure 1: Symbolic overlays in augmented reality systems.

The purpose of real-time interaction in the physical world such as driv-
ing and surgery, is that we want to explore a new way to apply Extended
Reality (AR/VR design) with symbols rather than hyper-realistic 3D virtual
objects. In this study, we articulate the laparoscopic surgery procedures and
structures with symbols and polygons. For example, Calot Triangle for chole-
cystectomy surgery and training. This helps the surgeon locate the critical
tissues and avoid risky moves within the critical area. We aim to show that
the symbolic overlays reduce computing time and distraction, and improve
procedural efficiency.

GEOMETRIC OVERLAY

Geometry is perhaps the oldest science that concerns the shape of individual
objects, spatial relationships among various objects, and the properties of sur-
rounding space. From ancient times, people have used line, shape, volume,
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distance, and angle to describe and measure objects. Geometric descriptions,
in terms of a line and polygon, appear to be effective in the digital age. Instead
of prevailing approaches that overlay high-fidelity 3D objects, which are
computationally challenging and expensive, we explore simple 2D polygon
overlays such as triangle and rectangular line drawings.

In laparoscopic surgery, especially cholecystectomy, surgeons need to iden-
tify the critical vessels around the gallbladder. The small area in the abdomen
is called Calot’s Triangle, formed by the border of the liver, Cystic duct,
and common bile duct. Normally, the cystic artery and right hepatic artery
would be inside the triangle. The surgeons have to explore Calot’s Triangle to
avoid cutting the arteries by mistake. Figure 2 shows the simulated physical
model of the digestive cavity where the semantic description “neck” of the
gallbladder is visible, and Calot’s Triangle in yellow color.

We first developed a physical model of the digestive abdomen with realis-
tic organs for haptic perception. We then simulate the laparoscopic camera
motion and develop a machine vision algorithm to detect the Calot’s Triangle
area marked with a blurry bounding box. The real-time detection and track-
ing Calot’s Triangle enable the trainee to learn the anatomic structure inter-
actively with more realistic visual and haptic feedback. The symbolic overlay
on the live laparoscopic surgery screen is consistent with the conventional
surgical settings.

Figure 2: The simulated physical model of the digestive cavity where the gallbladder
“neck” is visible (left) and the Calot’s triangle in yellow color (right).

Figure 3: The machine vision algorithm detects and tracks the Calot’s triangle and
overlays a blue bounding box to the area on the live laparoscopic simulation video.
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The method can potentially be transformed to in-vivo applications in
surgeries. Figure 3 shows the machine vision algorithm detects and tracks
the Calot’s Triangle and overlays a bounding box to the area on the live
laparoscopic simulation video.

TRAJECTORY OVERLAY

Surgical instrument tracking is important for trainees to learn how to manip-
ulate and for instructors to assess the performance. In laparoscopic surgery,
the camera control is necessary to follow the surgical instrument such as
a grasper and adjust the camera to place the instrument at the center of
the screen. Figure 4 shows the blue bounding box at the tip of the instru-
ment. The score model calculates the distance from the center of the screen
with the range from 0 (too far from the center) to 10 (perfect). This can be
used to train the surgical coordination between the surgery assistant who
normally holds the laparoscopic camera and the surgeon who performs the
operation.

The trajectory tracking is dynamic. The tracking data is updated in
real-time for monitoring and captured for post-procedure assessment. The
trajectory can be overlaid to the screen with a bounding box along the target
or plotted as a trace over time to show the trajectory patterns and efficiency
of the manipulation. Figure 4 shows the real-time updated tracking status
of the laparoscopic tip and the accumulated trace of the movements over
time.

Figure 4: The blue bounding box indicates the tracked laparoscopic tip (left) and the
trace of the movements over time (right).

SPECTRA OVERLAY

To make the invisible visible to the user is the ultimate goal of Extended
Reality. Most autonomous driving vehicles use the near-infrared camera to
detect objects on the road at night. Similarly, modern laparoscopic surgeries
often use near-infrared (NIR) light and NIR camera to highlight critical ves-
sels such as the cystic artery near the gallbladder and liver in cholecystectomy.
We built a physical model to simulate the NIR view on the live laparoscopic
surgery video. We then developed a machine vision algorithm to enhance
the physical realism in terms of the color distribution, reflection, intensity,
and the interaction between the normal visible light and the near-infrared
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light. This symbolism design in fact can be applied to many other fields,
including but not limited to autonomous driving, medical diagnoses, struc-
ture inspection, environmental protection, and energy conservation. Figure 5
shows our simulated Near-Infrared Laparoscopic surgery with tangible diges-
tive organ models in the abdomen cavity. The green color areas simulate the
near-infrared reflections on the live video.

Figure 5: Simulated near-infrared laparoscopic surgery with physical organ models.

SEMANTIC NETWORK

A learning process is not just to build muscle memory, but also to develop
a mental map through a sequence of decisions, actions, and consequences.
A group of sequences of data can form a semantic structure that changes
over time. Some knowledge links might disappear; some might stay; new
ones could be added to the existing structure, or new ones could break out
to a new paradigm.

Similar to other learning processes, laparoscopic surgeons need to build
their mental model for complicated surgical procedures, especially for spe-
cial cases such as abnormal anatomic structure or bleeding incidents. They
sometimes have to switch procedures during the operation, e.g. switching
from laparoscopic surgery to an open surgery.

We developed a semantic network visualization tool with 3D interactive
sequential graph for representing the surgical scenarios in cholecystectomy,
including some worst case scenarios such as cutting the wrong vessels twice,
failing to switch to open surgery, bleeding to death, etc. The individual steps
and decisions are coded with the medical teams as the graph nodes. The con-
nections between the steps or decisions are coded as bidirectional links. We
use Force-Directed Graph to spread the nodes evenly to avoid collisions and
far apart. And we use arcs to connect the links instead of straight lines to
accommodate the bi-directional actions and reasoning.

The interactive 3D sequential graph can be navigated with a keyboard
shortcut or a game controller. We found that almost all medical students who
experienced this prototype liked the game controller interface because they
are familiar with it in video games. However, we want to expand deeper than
a semantic network game. We encode related video clips to the specific surgi-
cal procedures, for example, insertion of a laparoscopic camera, or removal
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of the instrument, etc. Figure 6 shows the laparoscopic surgery worst case
scenarios in the 3D interactive sequential graph and the close-up view of the
steps and decisions. When the user zooms in to a specific step or decision, the
user might click the node for more detailed information such as video clips.

Figure 6: The laparoscopic surgery worst scenarios in 3D interactive sequences.

MULTIMODAL ALERT

Extended Reality uses all possible human perception channels to improve
our learning and operation experience. It is a multimodal approach. Many
existing systems already use the multimodal extended reality for safety alerts
(Polaczyk, Croft, and Cai, 2021). For example, driving safety. The new Nis-
son vehicles has a symbolic alert sign on the side mirrors to indicate whether
a vehicle is on another lane in the driver’s blindspot before the driver switches
lanes. The new Toyota car sends the audio and vibration signal to the driver
when the vehicle is crossing the borderline (off the road). See Figure 7 for the
two photos the author recorded from the two vehicles.

In laparoscopic surgery cases, we found multimodal alert is common. For
example, when the surgeon heard the pulse rate from the ECGmonitor speeds
up, the surgeon would realize the patient might be in pain. So the surgeon
would talk to the anaesthetist to adjust the dosages. Then the surgeon would
listen to the ECG sound again to see any improvement.

Figure 7: The symbolic visual alert of the car in the blindspot (left), and the audio /
haptic alert of lane-crossing (right).
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CONCLUSION

The purpose of Extended Reality (XR) is to make the invisible visible to the
user. In this study, we explore how to superimpose symbolic feedback to the
user in forms of geometric shapes, trajectory traces, spectra image, seman-
tic network, and multimodal alerts, including audio and tactile signals. We
zoom into the laparoscopic surgery train as a case study for applications. Our
preliminary experiment results show that the symbolism approach does not
significantly increase the distraction of attention or computational load. We
also found that Extended Reality, especially multimodal alerts, could be a
bridge between manual operations and autonomous operations.
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