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ABSTRACT

This study explores the use of LSTM (Long Short-Term Memory) autoencoder com-
bined with DBSCAN (Density-based spatial clustering of applications with noise) under
the condition of data imbalance. The reconstruction error of the model after train-
ing is used as an evaluation index where the errors of each time point between the
reconstruction sequence and the actual sequence are calculated and inputted for clas-
sification in the DBSCAN model. In this study, a water distribution system dataset
from the SKAB (Skoltech Anomaly Benchmark) was used to verify the anomaly detec-
tion of our proposed model. Our model shows the F1-score of 0.8025 which is better
than the four models proposed by Moon et al. in 2023. With a LSTM autoencoder, the
proposed DBSCAN classification model can avoid the difficulty of setting a threshold
value in classification.
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INTRODUCTION

The manufacturing industry is facing digital transformation, and the num-
ber of equipment and production complexity of manufacturing systems are
increasing, which is more likely than ever to cause failures and downtime in
the manufacturing process, making equipment management more difficult.
In order to avoid unplanned failures, equipment maintenance is required to
avoid downtime in the production process. Anomaly detection is a binary
classification problem, which needs to be carried out in the form of online
or real-time detection, the collection of data points and the monitoring pro-
cess run at the same time, and each data point can be processed at the same
time when it is updated. Mao et al. (2022) indicates that online detection can
help to monitor the change of equipment status in a short time and avoid
economic losses caused by downtime, and online detection must have good
real-time performance. The status of early equipment failures should be iden-
tified as quickly and accurately as possible, and the detection scheme should
be robust enough to avoid false alarms.
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LSTM autoencoder refers to the encoder and decoder in the autoencoder
are composed of LSTM network, which can make this model structure sup-
port input sequence and output sequence, and can capture the time dependent
multivariable data better than the traditional autoencoder, which is suitable
for modeling time series data, and can be applied to sequence prediction,
anomaly detection and sensor signal analysis. The use of LSTM autoen-
coders for multivariate time series data has been used in several studies. de
Pater and Mitici (2023) used LSTM autoencoders to construct health metrics
and RUL predictions for aircraft engines, and the proposed method reduces
RMSE by 19%.

DBSCAN (Density-based spatial clustering of applications with noise) is
a spatial clustering method based on density, which is one of the common
clustering methods (Singh et al., 2022), which is an unsupervised learning
method that does not require labels for data, classifying points with similar
properties into the same group, without defining them, DBSCAN needs to
give a neighborhood distance of ε and minPts (minimum points). The neigh-
borhood distance is the radius distance of a point, and the point within the
distance is the neighbor of that point; minPt is the minimum number of points
required for a point to form a cluster with its neighbors, and if the number
of neighbors at a point is more than minPts, this group of points can be
called clustered. DBSCAN is applied to anomaly detection, in Çelik et al.
(2011); Garg et al. (2020); Zhang et al., (2019) and other literature have
mentioned that populations or outliers with low density are outliers, and
DBSCAN performs well in terms of outliers.

This study explores the problem of using LSTM autoencoder combined
with DBSCAN model for anomaly detection under the condition of data
imbalance, which can overcome the problem of requiring a large num-
ber of labels and data imbalance. By inputing normal data into the LSTM
autoencoder for training, a higher detection accuracy than unsupervised
learning can be obtained. The reconstruction error of the trained model is
used as the model training evaluation index, and the error of each time
point between the reconstruction sequence and the actual sequence is cal-
culated. Then, the dimension of the reconstruction error was reduced by
the principal components analysis (PCA). The outlier values were deter-
mined with DBSCAN according to the density of the reconstruction error.
Finally, a performance evaluation was performed and compared with other
literatures.

METHODOLOGY OF AUTOENCODER ANOMALY DETECTION

This study adopted the concepts proposed by Jiang et al. (2018) and
Nguyen et al. (2021) to perform a multivariate time series anomaly detec-
tion for a water distribution system. The detection process consists three
parts: data preprocessing, error reconstruction computation and anomaly
classification.

In most cases, the data scale returned by the sensors in the manufacturing
equipment will be very different, which is easy to affect the performance of
the model, so the original data must be compressed and the data of different
dimensions must be standardized to the same scale. In this study, the feature
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scales were standardized to improve the convergence speed and the accuracy
of the model.

In the actual manufacturing environment, sensors of equipment usually
return a considerable amount of time series data. The sliding window method
can be adopted to segment the original data according the window size and
sliding step size to divide data into a subseries composed of several sam-
ples. The size of the window will affect the performance of the model to a
considerable extent, and a larger window can better extract the dependence
between the sequence and time, but the anomaly may only account for a small
part of the sequence, resulting in a decrease in the accuracy of detection, a
higher Type II error, and a later time to send out the abnormal signal. Setting
a smaller window will better identify the anomalous parts, but it may also
ignore the dependence of sequence data and time, making it difficult for the
model to learn the main features of the sample, increasing the probability of
false alarms, and leading to a high Type I error.

LSTM-Autoencoder Model

The pre-processed subsequences of the original data are standardized and seg-
mented into the model, and the model adopts semi-supervised learning, which
is trained on the data in the normal state and tested with the data containing
the normal and abnormal states. The model consists of two parts, a LSTM
encoder and a LSTM decoder. A fully connected layer is then added after the
decoder outputs the reconstruction data. The model structure is shown in
Figure 1, and finally the reconstruction error is calculated with equation (1).
Most studies will average the reconstruction errors of each dimension into
one value, but this study retains the errors of each dimension as the basis for
anomaly classification.

Figure 1: LSTM-autoencoder model.
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DBSCAN Classification Model

In the stage of the classification, the reconstruction error of m dimensions
obtained by the LSTM autoencoder will be used as a feature for cluster-
ing. Since a too high dimension will affect the performance of DBSCAN
grouping, PCA will be used to reduce the dimensionality of the data before
the reconstruction error is input into the DBSCAN classification model.
Zhou and Hou (2022) showed that the combination of PCA and DBSCAN
can improve the performance of DBSCAN. DBSCAN will first determine the
neighborhood radius (ε) and the minimum number of points (minPts) in the
neighborhood radius, and then randomly select any core point in the data,
searching for the density of data points near the core point. If the density is
connected, it will be expanded to the same cluster until there are no points can
be expanded. Finally, the outliers outside the cluster are treated as outliers.

Performance Evaluation

This study uses F1-score for model performance evaluation as shown in
equations (2)∼(5). Precision is used to evaluate the accuracy of the results.
Recall-rate is used to evaluate the completeness of the results; F1-score is the
harmonic average of precision and recall-rate, which is used to find a balance
between precision and recall-rate, and the closer the value is to 1, the better..

Accuracy =
TP + TN

TP + FP + TN + FN
× 100% (2)

Precision =
TP

TP + FP
× 100% (3)

Recall - rate =
TP

TP + FN
× 100% (4)

F1 - score = 2
Precision× Recall
Precision + Recall

× 100% (5)

RESULTS

This study uses a public dataset posted by Katser (2020) in Kaggle Skoltech
Anomaly Benchmark (SKAB) dataset, which is a dataset of water supply
equipment built in a simulation laboratory. The data set contains 34 abnor-
mal time series of about 1000 sample points each with 13 abnormal causes,
and the data is returned every second. There is no missing value in this data
set, and the sensor collects and transmits back eight signals.

Firstly, the 34 data were normalized, and the sliding windows were set to
10, 20, 30, 40, 50, 60, 70, and 80 in seconds to compare the impact of win-
dow size on model performance. The encoder and decoder each had a layer
and consisted of 100 neurons, using relu as the activation function, adam
as the optimizer, the learning rate was 0.0001, the epoch size was 100, and
the batch size was 32. In addition, a fully connected layer is added after the
decoder to output the reconstructed data. Finally, the reconstruction errors
of different dimensions at each time point are calculated as the input char-
acteristics of anomaly classification model. The reconstruction error output
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by the LSTM autoencoder retains the original 8 dimensions of the dataset,
which was reduced to 2 dimensions by PCA.

The reconstruction error was inputed into the DBSCAN model for group-
ing after PCA dimensionality reduction. If the point is assigned to a certain
group, the point is judged to be normal, and if the point is not classified as
an outlier in the DBSCAN model, it is judged to be abnormal. There are two
important parameters in DBSCAN, namely: fixed neighborhood distance (ε)
and minimum number of points (minPts). Since the best parameters of 34
samples are not the same, the performance of 34 samples is averaged. This
study tests 8 window sizes with 50 DBSCAN parameters, a total of 400 com-
binations. The classification performance with ε=25 and minPts = 5 was the
best as shown in Figure 2, and when the sliding window is 60, the model has
the best performance.

Figure 2: DBSCAN F1-score with different parameters (ε, minPts) and window sizes.

Table 1. Performance comparisons of different methods.

Source Algorithm F1-score

SKAB (2020) LSTM-AE 0.5110
Moon et al. (2023) TL-AE 0.4823

TL-VAE 0.4821
MAML-AE 0.6119
MAVAE 0.7032

Proposed LSTM-AE-DBSCAN 0.8025
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Each sample had a more suitable sliding window, and most samples had
better performance when the sliding window was 60, and the overall perfor-
mance was also the best when the sliding window was 60, with an F1-score
of 0.803. The F1-score classification performance was used to compare the
performance of the four models(TL-AE, TL-VAE, MAML-AE, MAVAE) pro-
posed by Moon et al. (2023) and the LSTM autoencoders proposed in the
study. As shown in Table 1, our model outperform the other models.

CONCLUSION

In this study, we used the SKAB water distribution system dataset to verify
the anomaly detection model of the proposed LSTM autoencoder combined
with DBSACAN, and compared the impact of different sliding windows on
the performance of the model. Based on the LSTM autoencoder, the enhanced
DBSCAN classification model can avoid the difficulty of setting the threshold.
Compared with previous studies, the overall performance of this study was
better than that of previous studies.
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