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ABSTRACT

Current research on emotion estimation demonstrates its feasibility at a reduced sam-
pling rate of 6 kHz, thus moving away from traditional methods that depend on
higher sampling rates; however, low sampling rates have not been adequately inves-
tigated. In addition, noise factors have been limited to electronic sounds rather than
environmental. Therefore, this study explores the development of a high-precision
emotion estimation method using spoken speech data, focusing on scenarios with
environmental noise and low sampling rates. To suppress noise, the proposed method
extracts feature quantities for emotion classification using band-pass filters and
stacked autoencoders. However, the construction of a high-precision emotion estima-
tion model with these feature quantities required further investigation. Thus, emotion
estimation was investigated using a one-dimensional convolutional neural network.
The results showed an emotion estimation accuracy of 94.7%, indicating successful
noise control. Future work will build on this research to develop emotion estimation
methods using spoken speech data that can be employed even in noisy environments.

Keywords: Low sampling rate, Noise reduction, Speech emotion recognition, One-dimensional
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INTRODUCTION

Emotions play a vital role in communication, and according to AlbertMehra-
bian’s research, with meanings typically being conveyed non-verbally, that
is, meaning is conveyed 7% through words, 38% through voice, and 55%
through visuals. Therefore, accurately recognizing the emotional state of
others through non-verbal aspects of the voice can lead to improved com-
munication. Such improvements can not only enhance productivity at work
but also enrich everyday life. Previous research on emotion estimation using
spoken speech data has dealt with the detection of emotions from speech
in noisy environments. However, the noise in these experiments was limited
to electronic sounds and did not sufficiently consider real-world noises such
as traffic or air conditioner operating sounds. Furthermore, the benefits of
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emotion estimation at low sampling rates have not been adequately explored.
High noise resilience in emotion estimation, along with data compaction due
to low sampling rates, can not only speed up the estimation process, but
also promise applicability across various devices and situations. This study
aims to achieve accurate emotion estimation by considering realistic noise
environments and achieving data compaction.

DATASETS

Specification

In this study, we utilized the Ryerson audio–visual database of emotional
speech and song (RAVDESS) dataset for speech data. The RAVDESS dataset
includes recordings from 24 actors—12 males and 12 females—portraying
eight emotions: neutral, calm, happy, angry, sad, fearful, disgusted, and sur-
prised. The dataset includes 60 utterances from each actor, creating 1440
files. The files are mono audio files with a 16-bit depth and sampling rate of
48 kHz.

DATA PROCESSING AND VISUALIZATION

Low Sampling Rate Estimation

The emotion detection accuracy was assessed for various sampling rates using
librosa of PythonâŁ™s library. Features from log-Mel spectrograms were
used as input for a logistic regression model to calculate emotion proba-
bilities. The highest probability value was used to determine the predicted
emotion.

Speech recognition typically uses 16 kHz data, whereas emotion detection
often uses 11–12 kHz. Figure 1 shows a sharp decline in accuracy below
1 kHz. Therefore, in this study, the analysis was conducted at 6 kHz, which
is approximately half of the sampling rate commonly used in current practice
of emotion estimation.

Figure 1: Accuracy variation for emotion estimation due to different sampling rates.
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Processing and Visualization

Speech data were randomly selected from the RAVDESS to analyze the fea-
tures. The speech data features were extracted via fast Fourier transform
(FFT). The greatest power is observed to be present in the frequency range
dataset of 50–60 Hz, as shown in Figure 2.

As an example of environmental noise, the features of air conditioner
operating noise were examined. The results are shown in Figure 3.

The features of speech data overlaid with environmental noise (the oper-
ating noise of an air conditioner) are shown in Figure 4.

Figure 2: Spectral frequencies of speech data calculated using FFT.

Figure 3: Spectral frequencies of air conditioner operating noise calculated using FFT.

Figure 4: Spectral frequencies of noise-layered speech data calculated using FFT.
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Augmentation and Splitting

In this study, we utilized three types of environmental noises: air condition-
ers, tabletop mini fans, and automobile running noises, which are typical
in settings such as hospitals and schools. These environmental noises were
combined with the RAVDESS speech data to generate audio samples. The
noise volume was normalized and then reduced by 5–15 decibels to match
the speech volume (see Figure 5). The noise overlay started randomly within
the first 1000 ms. The final set contained 4320 samples with noise (Group
A) and 4320 samples without noise (Group B).

As shown in Figure 6, 70% of the data from groups A and B were used for
training, with 15% allocated each for validation and testing. The sampling
rate was converted to 6 kHz during partitioning. In addition, a bandpass
filter (100–2000 Hz) was applied to reduce environmental noise, and melt
spectrograms were used to extract speech the features.

MODEL ARCHITECTURE

Stacked Autoencoder

We sought to reduce environmental noise by using an autoencoder to extract
emotion-related feature vectors. A stacked autoencoder (see Figure 7) with
dataset B was employed for both input and output data.

Figure 5: Process of data augmentation.

Figure 6: Process of splitting data.
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Training

The number of epochs was set to 1000, the batch size was 128, adaptive
moment estimation (Adam) was used as the optimization algorithm utilized,
and mean squared error (MSE) was used as the loss function.

Results

Dataset A, which included environmental noise, was used in the stacked
autoencoder for feature vector estimation. Subsequently, these 16-
dimensional vectors were employed to predict emotions using logistic regres-
sion. For dataset B, which lacked noise, a matching rate of 36.4% was
achieved.

ONE-DIMENSIONAL CONVOLUTIONAL NEURAL NETWORK
(1D-CNN)

Data Augmentation and Splitting

The feature vectors obtained using the autoencoders were found to contain
a certain level of information for emotion estimation. However, to further
improve the accuracy of the emotion estimation, we attempted additional
data augmentation and a 1D-CNN (see Figures 8 and 9). Speech data were
mixed with mild noise to allow the spoken voice to remain audible.

Figure 7: Structure of a stacked autoencoder.

Table 1. Accuracy of the test data.

Input data Accuracy (%)

Dataset A (test) with noise 23.9%
Dataset B (test) without noise 36.4%
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Figure 8: Process of data augmentation.

Figure 9: Data splitting for training, validation, and test.

1D-CNN Structure

Using a 1D-CNN, we condensed the necessary information for emotion esti-
mation from speech data with noise. By condensing the information, we
aimed to verify whether it had the same effect as noise reduction. Further-
more, we attempted to generalize the accuracy of emotion estimation across
various speech data using max pooling and sought to prevent overfitting with
dropout. The output utilized a softmax function (see Figure 10). Figure 11
shows the learning process of the 1D-CNN.

Results

The settings of the model parameters are listed in Table 2. The accuracy of
the test data is 94.7%.
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Figure 10: Structure of the 1D-CNN.

Figure 11: Training and validation accuracy/loss.

Table 2. Model parameters and accuracy.

Parameters Accuracy

Learning rate: 0.01
Loss function: categorical cross-entropy
Optimizer: Adam
Epochs: 30
Batch size: 2048

94.7%

CONCLUSION

In this study, we evaluated the possibility of emotion estimation using speech
data sampled at a low rate with reduced environmental noise. In practice,
it is common to use audio data with a sampling rate of 11 kHz or higher,
we demonstrated the feasibility of emotion estimation, even at a low sam-
pling rate of 6 kHz. The study revealed that feature vectors extracted using
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stacked autoencoders contained sufficient information for emotion estima-
tion. In addition, dimensionality reduction through autoencoders at a low
sampling rate could lead to a reduction in speech data capacity, which is ben-
eficial for achieving high-frequency and high-speed measurements. However,
the reduction in environmental noise requires alternative methods to be con-
sidered for bandpass filters and stacked autoencoders. In this study, rather
than using band-pass filters for noise reduction, a 1D-CNN was adopted
for emotion estimation. By condensing the information necessary to esti-
mate emotions with a 1D-CNN, we aimed to reduce the noise contained
in the audio data. The results were highly satisfactory with an estimation
accuracy of 94.7% for the test data. This research addressed mild noise;
however, future research will address the advancement of high-accuracy emo-
tion estimation by targeting noisy environments (such as busy roadsides,
train stations, and construction sites). In addition, further research on noise
processing using autoencoders is envisioned.
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