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ABSTRACT

When approaching patient safety questions, initial perspectives and philosophies
frame the approach and how work is studied. When there is an over emphasis on
an individual’s work performance related to safety, this perspective may distract from
considering latent design and systems issues. Additionally, it is of concern among
safety advocates that narrow perspectives can dominate safety conversations. Advo-
cates for safety continue to deliver messaging that challenges traditional ways of
thinking about safety. An important approach for raising awareness about these dif-
ferent perspectives on safety and developing communication approaches between
diverse communities is learning about their respective word usage. With the goals
of more effectively communicating concepts and aiding in shaping dialog specifically
related to patient safety, we sought to understand how best to leverage existing lan-
guage use intended to represent patient safety and adjacent concepts. It is through
these learning experiences that it becomes possible to design and study how trans-
lational representations may extend or grow collective views and interprofessional
approaches to patient safety.
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INTRODUCTION

In the study of safety and specifically in patient safety, there are many per-
spectives on the concept of human error. Safety advocates have shared their
concerns about the risks of using the term, label, or construct of human
error when referring to undesirable performance in work systems (Woods
et al., 1994; Hollnagel & Amalberti, 2001; Long, 2016; Arnold et al., 2021;
Le Coze, 2022). Yet, this construct is still often used when communicating
about undesirable work performance and accidents. Although, there has been
a call for renewed or refreshed conceptualizations of work performance and
safety (Safety II), it has only slowly taken hold. Though at times it can be
important to discuss how inadvertent or incorrectly chosen human actions
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may contribute to unintended outcomes, focusing primarily on humans as fal-
lible can undermine safety and can come with irreparable costs to the people
directly impacted and to the wider society.

What are some approaches for reflecting on these divergent philosophies
critically and collectively? The study of historical trajectory is one way for
reflecting on different views. Arnold and colleagues (2021) outline an inter-
active interprofessional patient safety fellowship experience for facilitating
group discussion into the history of patient safety. This experience walks
learners through a history of patient safety. Traditional views and efforts,
sometimes referred to as Safety I, emphasize “what went or could go wrong?”
and suggest “barrier methods” for solutions. On the other hand, emerging
views and efforts consistent with resiliency engineering concepts, sometimes
referred to as Safety II, focus on and learn from ‘what is going right?”

Another way to reflect on different viewpoints is by describing the lan-
guage used to convey patient safety concepts and share in community con-
versations through presenting and publishing. To facilitate awareness of the
various use patterns of patient safety and related concepts, understanding
the subtleties of language could help with explaining varied word usages
and with how dialog is shaped. Describing and fostering language aware-
ness of the semantics of human error and words associated with Safety II
such as resiliency or resilience and resilience engineering may help facilitate
and shape dialogue across divergent communities around these words and the
concepts they are intended to represent. Conversations are ongoing about the
varied meanings of human error and resiliency or resilience and have been
for some time. To bring forth greater understanding of how these distinct
but related patient safety perspectives have interacted, our work focuses on
understanding semantic neighbourhoods and explores words and word con-
notations that accompany select terms and the sentiment of the encompassing
sentences to examine differences in word usage. To aid our investigation from
a healthcare perspective, we extracted and examined Medline abstracts that
contained the terms human error, resiliency or resilience, and Safety II or
resilience engineering.

APPROACH

We used PubMed to extract Medline abstracts that contained the key terms
listed above. Abstracts were imported into a Natural Language Processing
(NLP) visualization tool called Orange (Demšar et al., 2013). Natural lan-
guage pipelines within Orange were designed iteratively exploring a variety of
features, methods, and visualizations. Previously, we illustrated team-based
text analytics exploration of user comments including iterative participa-
tory walkthroughs of a variety of NLP visualizations (Arnold et al., 2023).
These methods included reviewing keyword frequency and significance mea-
sures, word co-occurrence network visualizations, linguistic features most
important to text classifiers, corpus and concordance viewers, topic models,
word clouds, and findings from sentiment analysis. The work described here
expands this prior work in team-based text analytics.
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To accomplish our analysis, we constructed three corpora with titles and/or
abstracts that contain (1) human error, (2) resiliency or resilience, and (3)
Safety II or resilience engineering.

We pre-processed the texts, extracted linguistic characteristics as well as
co-occurring and contrastive features, developed visualizations, and subse-
quently reviewed features and select accompanying contexts. Pre-processing
included sentence extraction, transforming to lower case, tokenization at
the word level, and removal of function words. Word stemming was not
performed.

Sentiment analysis was performed on sentence extracts within our work-
ing corpus using SentiArt. This was performed in Orange using the sentiment
analysis widget. The SentiArt “tool uses vector space models together with
theory-guided, empirically validated label lists to compute the valence of
each word” (Jacobs, 2019). Then an overall sentiment for each sentence is
determined and assigned.

Next, a naïve bayes text classifier was trained to distinguish between sen-
tences that included the word error and sentences including resiliency or
resilience. Linguistic features (e.g., words, tokens, parts of speech, seman-
tic classes, etc.) that were strongly associated with each class as defined by
the naïve bayes text classifier were collected (Table 1). Finally, to inform our
investigative process, we collected uniquely co-occurring words and reviewed
associated network visualizations (Arnold, 2022) to identify possible distinc-
tions in word usage between the groups. During these activities, the team
alternated between the NLP visualizations and the narrative text, in search
of an ideal balance between contextual understanding and patterns among
normalized representations of the narrative text.

FINDINGS

A total of 2400 titles/abstracts were extracted that included the term human
error, 4552 titles/abstracts were extracted that included the terms resiliency
or resilience, and 181 titles/abstracts were extracted in which the full text con-
tained Safety II or resilience engineering. Because of their relative larger sizes,
corpora (1) human error and (2) resiliency or resilience were the primary
focus of the analysis. The much smaller (3) Safety II or resilience engineering
corpus was used as a reference while exploring the other two corpora. Table 1
enumerates some of the significant word frequencies per corpus type.

We extracted sentences from both the (1) human error and (2) resiliency or
resilience corpora. Sentences were isolated from the (1) human error corpus if
they contained the word “error” and from the (2) resiliency or resilience cor-
pus if sentences contained the words “resiliency” or “resilience.” We decided
to include sentences in the (1) human error corpus that contained the word
“error” because of syntactic variation among abstracts that were included
in the extract due to MESH term assignment. For example, the following
sentence excerpts suggest referencing some aspect of the concept of human
error: “the extent to which human intervention can exacerbate the problems
by introducing new errors” and “the extent to which prescribing error rates
are influenced by” (Hughs et al., 2010).
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After sentences were extracted and filtered by keywords, sentiment anal-
ysis was performed on the two classes. Preliminary findings suggest that
sentences that contain the word “error” are much less likely to be classi-
fied as positive (37%) during sentiment analysis compared to sentences that
contain “resiliency” or “resilience,” which are more likely to be classified as
positive (85%). Figure 1 illustrates word co-occurrences with human error
sentence extracts, while Figure 2 illustrates that of resilience or resiliency
sentence extracts.

For the text classifier activity, we were most interested in the features that
were important for drawing a boundary between the two classes. Sentences
that contained the word “error” also included but were not limited to the
following words that were important to the text classifier: accidents,mistake,
wrong, incorrect, manual, and automated. Some of these words suggest the
presence of a judgment statement. Whereas sentences that included the word
“resiliency” or “resilience” were more likely to include words such as family,
communities, coping, and mindfulness (Table 1).

Table 1. Important features identified by the text classifier to distinguish classes.

Human Error Corpus Resiliency / Resilience Corpus

Word Error
Sentences

Resiliency
Sentences

Word Error
Sentences

Resiliency
Sentences

error 4264 10 resiliency 0 6958
human 3397 90 resilience 11 3103
errors 1821 5 family 0 586
accidents 225 0 ego 0 510
prone 216 2 coping 2 446
manual 168 2 youth 0 263
consuming 124 1 women 8 209
equipment 114 2 adolescents 0 189
automated 107 1 mindfulness 0 144
wrong 97 0 communities 0 140
transfusion 76 0 personality 0 131
accident 73 0 adversity 0 112
aviation 69 0 depressive 0 111
computer 62 1 stressors 0 109
mistakes 61 0
correct 52 0
manually 41 0
calculation 40 0
incorrect 34 0
anaesthesia 33 0
anesthesia 33 0
sherpa 33 0

For the unique co-occurring network visualization activity and as expected,
there were similar features important to the text classifier. We were able to
focus in on additional contextual features for probing narratives. Figures 1
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and 2 offer a static view of how a team may interact with these visualizations
to collect information for probing the larger narratives. (Figures are included
in this paper to help readers visualize how a team could interact with dynamic
views and are not intended to provide deeper context around language use.)

Figure 1: Unique co-occurring word network from human error sentence extracts.

Figure 2: Unique co-occurring word network from resiliency or resilience sentence
extracts.

DISCUSSION

Findings from this work suggest that sentences referring to some aspect of the
concept of human error are less likely to be categorized as positive sentiment
and respectively contain companion words that suggest a focus on judgment
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and blame regarding people as a primary contributor to system fragility. By
contrast, sentences referring to resiliency or resilience are more likely to be
classified as having positive sentiment and contain companion words describ-
ing community, family, aspects of coping with adversity, and characteristics
that may contribute to resilient systems designs. Additional and extensive lin-
guistic work could be helpful for describing how people write and talk about
these concepts and may help explain divergent semantics and viewpoints.

Sentences from abstracts that contained the words “resiliency” or
“resilience” were diverse in description and often occurred in the context
of explaining some characteristic of mental health and resiliency at the indi-
vidual level. Although the use of resiliency or resilience in this context is
not necessarily referring to that of resilience engineering, there is a possible
opportunity for the safety science and human factors communities to learn
from the language of healthcare. The use of the term resiliency or resilience
and companion words when used to describe aspects of healthcare may refer
to patients’ capabilities and characteristics as community members for adapt-
ing to changing conditions, uncertainty, and adversity. Borrowing words and
expressions, when sensible, from clinical and social domains for sharing per-
spectives on systems safety may resonate with healthcare professionals and
help facilitate communication.

We would like to clarify a few points about the findings from the text
classifier task. Both spellings for anaesthesia and anesthesia were present in
the text, and it is only a coincidence that they have identical counts for the
extracts described in Table 1. SHERPA is an acronym for system human error
reduction and prediction approach.

Limitations to this work include challenges due to time constraints for
walking through the NLP pipelines, visualizations, and narrative texts. To
improve team access and engagement, we are working on the right mixture
of static collections and development of spaces for shared access to interactive
NLP interfaces with capabilities to annotate and identify branching team and
individual interactions with the system.

Much like taking photos on a journey, a screen recorder or reporting
instrument can be useful for recording NLP pipelines and visualizations and
context along the way. Review teams can view, collect, and view again a
variety of interactive and/or static visualizations that traverse the network of
linguistic features within a given narrative text or across corpora using dif-
ferent techniques. Team members can explore and search for information of
interest while iterating on NLP pipelines. This exploratory process can help
reviewers derive a perspective on the text through a variety of vantage points,
promoting an understanding of common patterns across the body of the text.

In migrating to other conceptual environments for studying safety, fur-
ther exploration will require adding linguistic expressions for communicating
these concepts across new communities of speakers. Expressions as used by
people in these communities could help with this transition. Describing and
discussing the words these communities associate with concepts about safety
could help fuel critical dialogue and identify new ways of reflecting on the
shared world.



138 Arnold et al.

CONCLUSION

Sentences referring to the concept of human error are less positive and
contain companion words focused on judgment and blaming people as pri-
mary contributor to systems brittleness. By contrast, sentences referring to
resiliency or resilience are more likely to be positive while containing com-
panion words related to coping with adversity and characteristics of resilient
systems designs.
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