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ABSTRACT

The dissemination of misinformation on Social Network Sites (SNS) and the conse-
quent emergence of radicalizing narratives present an increasingly societal problem.
Empirically founded models on the individual behavior of information dissemination
in SNS are therefore necessary to improve our understanding of influential variables.
The objective of the present research was to identify relevant variables and to pro-
vide an overview of how current research addresses the complex issue of information
dissemination decision-making on SNS. To this end, we conducted a PRISMA-based
structured literature review focused on variables and experimental designs used in the
exploration of individuals’ decision-making processes to share information on SNS. A
special focus was on the usage of experimental tools that can be used for the simula-
tion of SNS or a scenario-based research approach, respectively. For our analysis we
extracted 5195 articles published between 1990 and 2020, from four databases (Web
of Science, PubMed, PsychInfo, Scopus) and selected them based on strict exclusion
criteria like the mandatory use of empirical methods and the necessity of experimen-
tal manipulation. Those articles were reduced to 18 papers from which we extracted
used variables, experimental design and the employed tools. We discuss constructs
related to the dissemination of false or misleading information on SNS and how they
have been operationalized from previous research utilizing field theory to structure the
present review.
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INTRODUCTION

The COVID-19 pandemic, the political rifts during the American elections
and the Russian invasion of Ukraine have made it increasingly clear how
much influence social media has on the development of discourse in soci-
ety. More than half of US residents for example use social network sites
(SNS) as a primary news source (Pew Research Center 2021 as cited in
(Butler et al., 2023)). On these platforms, users interact not only with
true information but also with “claims – well-intentioned or not - that are
at odds with the best available empirical evidence” (Freiling et al., 2023),
short misinformation. This kind of false information has the potential to
foster the radicalization of political groups, increase the polarization of
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the user base, and change the political agenda of users and their contacts
(Simonov et al., 2022; van der Linden, 2022; van der Linden et al., 2020).
Research on misinformation dissemination has focussed on the development
of detection mechanisms for incorrect or misinformation e.g., (Abdulameer
et al., 2022). However, while the detection of fake news and misinformation
is important, it is of equal interest why people are sharing them. One way to
examine the underlying mechanisms of SNS-sharing behavior is the usage of
multi-agent simulations. These simulations allow the extrapolation of how
misinformation is spread online based on existing data or assumptions about
user behavior in general (Prandi & Primiero, 2022; Wei et al., 2021).

While this network-oriented approach is integral to the understanding of
misinformation reception and transmission on SNS, research on psychologi-
cal factors contributing to an individual’s behavior deserves equal attention.
This is the case because only simulations based on these behavioral variables
are able to produce a realistic representation of those conditions, which at the
same time are clearly attributable to factors that can be influenced experimen-
tally. We assume that in order for models to represent the decision-making
process of individuals, psychological research on the comparison between
different scenarios and thus an experimental manipulation of behavior is
fundamental. It’s not only the working of recommendation algorithms but
also how those things are perceived by an individual and what factors on a
personality, situation, or communication level influence their decision to dis-
seminate a given piece of information (Liu & Campbell, 2017; Mario Haim
& Brosius, 2018; Özgüven & Mucan, 2013).

The objective of this literature review was to look at the existing publi-
cations in psychology, sociology, and computer science on decision-making
processes in the dissemination of misinformation on social media and to
identify which variables and experiments are used to explain user behavior.
This paper therefore presents a selection of psychological variables that are
assumed to influence the behavior of individuals regarding the dissemina-
tion of information on SNS. For this purpose, a field theory based structured
overview of the variables was created, founded on the results of a structured
literature review. The overview created in this way allows the identification
of focal points in past research and shows a clear indication that preference
was given to the analysis of personal variables in contrast to environmental
or situation-specific variables.

METHOD

To gain an overview of currently existing research, a systematic literature
review was conducted using the Preferred Reporting Items for Systematic
Reviews and Meta-Analyses (PRISMA) method. Systematic searches of four
databases (PubMed; Web of Science; Scopus; PsychInfo) were conducted
by two researchers with backgrounds in psychology, cognitive systems, and
social sciences.

The search strings that were used for the four different databases were
fitted to accommodate the specific filter structure and parameters used by
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the databases and search engines. We focused on a search term composi-
tion that contained four elements: The area where information dissemination
was about to happen (Social Media, Social Network Site, and synonyms),
the process of information sharing, respectively . The decision to communi-
cate (information dissemination, sharing diffusion, and synonyms) and the
kind of information that was to be communicated (misinformation, conspir-
acy, rumor, and synonyms). The last part of the search string aimed at the
research field andmethodology of the papers. It included terms like “psychol-
ogy” or “experiment”. The search was conducted between the 1st and 19th
of January 2024 and contained literature between 1990 and 2023. So the
search term (“social media” OR “social network*”) AND (“diffusion” OR
“dissemination” OR “propagation” OR “communication behaviour” OR
“decision-making”OR “share*”OR “spread”) AND (“misinformation”OR
“conspiracy theory” OR “disinformation” OR “fake news” OR “rumor”)
AND (“psychology” OR “framework” OR “theor*” OR “experiment*”)
was used for the databases. The only filter that was used is the limitation
to English.

Figure 1: PRISMA flow chart.

The literature review aimed to identify variables, experimental designs and
instruments used to investigate the decision-making process of individuals in
relation to the spread of misinformation on social networks, with a focus on
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empirical studies that conducted a behavioral experiment. Therefore, stud-
ies were considered that focus on social media and the spread of fake news
or misinformation, have an empirical design with an experiment conducted,
and were published in English between 1990 and 2023 (for an overview, see
Figure 1).

In total, 5195 results were retrieved on January 10th, 2024. After the
exclusion of duplicates, 3117 articles remained. Through title and abstract
screening, another 2949 studies were excluded from the list. Evaluating
full-text studies, a further 114 papers were excluded, because they lacked
an experimental design, or they did not meet the previously defined inclu-
sion and exclusion criteria. The two researchers applied the specified critical
appraisal criteria to align the articles assessed with the research objectives
and to ensure that the included articles contained information related to the
research question. Although a substantial number of studies exist on the dif-
fusion of misinformation in social media with specific topics, the researchers
carried out the study in a general context, offering a broader outlook rather
than projecting issues relating to a single event, like COVID-19. Further
research papers therefore were excluded because of a too narrow perspec-
tive on the information dissemination process. A total of 18 articles were
selected as constructs of these research papers were similar to the constructed
objectives of the research.

From the 18 final articles, the experimental setups as well as the variables
and tools used were extracted and categorized. Finally, the used variables and
measurements were clustered based on the field theory by Kurt Lewin (Burnes
& Cooke, 2012) to identify the different fields that influence the decision-
making process regarding the dissemination of misinformation on SNS. The
theory was used because it offers the possibility to organize the extracted vari-
ables in a way that emulates the information dissemination process itself. This
is done by categorizing possible influencing factors into an external or envi-
ronmental domain, an internal or personal domain and a domain in which
the two aspects interact. In this way, we can highlight focal points of the
research and illustrate how the decision to focus on a particular part of the
information dissemination process on the part of the researcher influences
the way in which the research attempts to rationalize the process.

RESULTS

In order to report our results in a structured manner, the variables are first
assigned to the previously described structures and then, in a second step,
the resulting relations within the structures are discussed and presented. We
were able to identify a total of 59 variables. Based on Lewin’s field theory
model, we divided the variables into the areas P (person) and E (environ-
ment), which form behavior B. Of the 59 identified variables, 9 fitted into
the environment category, 25 into the person, and 25 into the mixed envi-
ronment x person (ExP)category. This indicates a neglect of environmental
variables when modelling context and a high focus on personal and person
x environment variables in reviewed papers.
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The identified personal variables can be divided into three areas: 1. Vari-
ables that focus on the cognitive abilities of the communication individual.
Those include the analysis of cognitive processes (e.g., the measurement
of Probabilistic Reversal Learning, optimistic bias, or cognitive judgement
bias) (Piksa et al., 2022), or the examination of behavioral inhibition and
activation systems (Piksa et al., 2022). 2. Variables that focus on the mea-
surement of personality traits like the Big 5 (Piksa et al., 2022), agreeableness
(Buchanan, 2020, 2021; Piksa et al., 2022), disgust (Ali et al., 2022), need for
cognition (Ceylan et al., 2023; Pereira et al., 2023), or emotionality (Freiling
et al., 2023; Rijo & Waldzus, 2023) among others. In particular, the Big 5
personality type variables were used in different variations in the different
papers. 3. Variables focusing on the attitudes of the communicating individ-
ual. These relate primarily to the individual’s political and religious attitude
towards their environment and include conservatism (Buchanan, 2020; Cey-
lan et al., 2023; Freiling et al., 2023), partisanship/ partisan bias (Ceylan
et al., 2023; Freiling et al., 2023; Lawson et al., 2023; Pereira et al., 2023;
Sirlin et al., 2021), or religiosity (Stefanone et al., 2019).

Figure 2: Field theory based research overview and learnings.

The environmental variables predominantly focus on the way the social
media environment is shaped and how that social structuring influences
where and how the participants disseminate information, e.g., network
homophily (Ali et al., 2022; Jones et al., 2023; Stefanone et al., 2019)
and structure of the source (source credibility (Ali et al., 2022), authority
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(Buchanan, 2020)). The majority of papers focussed on the description of
properties of the system but did not take into account how a specific situation
for information sharing presents itself to an individual. That is, while network
homophily contributes to a global understanding of SNS dynamics, it does
not allow for conclusions about individual reactions to specific situations. In
contrast to this, the balanced social cue (Jones et al., 2023) variable serves as
a positive counterexample, where the individual is given concrete informa-
tion on how part of its social circle or other people in general interacted with
the system.

Finally, we identified 25 variables that fit into the ExP category. The most
commonly used ones addressed the ability of the participants to identify if a
piece of information is misinformation or not (accuracy (Altay, de Araujo,
et al., 2022; Altay, Hacquin, et al., 2022; Ceylan et al., 2023; Freiling
et al., 2023; Lawson et al., 2023; Rijo & Waldzus, 2023; Sirlin et al., 2021;
Vellani et al., 2023)) and the likelihood that an individual would share a piece
of information or not (likelihood of sharing (Buchanan, 2020, 2021; Rijo &
Waldzus, 2023)). Both appear in a multitude of versions that basically apply
to the same concept. For example, accuracy is also measured as headline
judging accuracy (Sirlin et al., 2021) which is a specific version of the same
concept, namely the ability to correctly identify false information in a given
example. Another variant was perceived accuracy (Rijo & Waldzus, 2023),
which also rated the ability of individuals to assess something as fake news or
not. The ExP variables can be divided into categories of similar concepts: 1.
Source-related: Those include Social endorsements (Ali et al., 2022) and Per-
ceived message credibility (Ali et al., 2022) among others. The variables focus
on the way individuals perceive different aspects of the information source
and how that influences their decision process. 2. Attention and engagement:
Variables like interesting if true (Altay, de Araujo, et al., 2022) or personal rel-
evance (Shen et al., 2021) are used to examine the influence of how interesting
or engaging a piece of information is for an individual and how relevant that
is for the sharing process. 3. Sharing: This category includes all variables that
deal with the sharing habit of the individual, either in the past with variables
like news sharing habit (Ceylan et al., 2023) and past frequency of sharing
(Ceylan et al., 2023) or by looking at intentions (message) sharing intention
(Sirlin et al., 2021; Song et al., 2023) and sharing choice (Ceylan et al., 2023).
4. Social variables: The only social variable was the influence of social cost
(Lawson et al., 2023). In other words, the negative repercussions associated
with sharing or not sharing a piece of information as part of a social group.
5. The ability to detect fake news or misinformation: This category includes
the aforementioned accuracy (see above) and discernment (see above), i.e.,
the ability to correctly identify true and false information in a given context.

DISCUSSION

As this paper was aimed at giving a methodological review of variables and
tools used in the research of information dissemination decisions in SNS, we
analyzed 18 papers in order to extract corresponding variables. The variables
and tools then were structured based on field theory.
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We observed a focus on an individuals’ characteristics (e.g., religious
beliefs) and their influence on information perception as well as social
context (e.g., how polarized the users on the platform are) users encounter on
different SNS. Furthermore, the general accuracy, e.g., how well a person cor-
rectly identifies misinformation, was used as a predictor for sharing behavior.
Looking at P and PxE, interventions and experimental manipulations tar-
get an individual’s ability to detect misinformation content. Accordingly, the
predominant approach in the reviewed articles is to identify individual char-
acteristics as factors for the spread of misinformation. That is, most papers do
not examine technological context factors, e.g., the way SNS are constructed
and present information to the users. Unsurprisingly, a lot of the reviewed
papers lacked experimental data (more than 250 were excluded due to lack-
ing an experimental design) to support the development of countermeasures,
but relied on the description of user characteristic to explain information
dissemination. We therefore believe that approaching the problem of misin-
formation spread in SNS by focussing on these disjointed variables, while
having its merits, ultimately is not an efficient approach, to analyze the situ-
ation in which the decision process actually happens. Only variables like the
display of balanced social cues (Jones et al., 2023) or the measurement of sur-
prise (Rijo & Waldzus, 2023; Song et al., 2023) and distraction (Stefanone
et al., 2019) addressed the moment of decision-making itself, either through
experimental manipulation or by measuring the reaction of the participants.

Accordingly, the current landscape of research activities on misinforma-
tion in SNS has been coined by insights that follow from a very individual
centered or (speaking in Lewins terms) person focused perspective, rather
than an environmental one. The long-term goal of researchers must there-
fore be to expand the variables currently used to include those that explicitly
deal with the decision-making situation of individuals, in order to try to cre-
ate a holistic picture of the decision-making process. This includes focussing
on studies that use experimental manipulation of their participants to assess
the differences in dissemination behavior, as was made clear by the applied
exclusion criteria (e.g., non-empirical studies; no experimental design) that
we established.

We are therefore in favor of not only letting users make theoretical deci-
sions about the dissemination of misinformation, but also using scenarios
that are as realistic as possible in which they have to make decisions and
weigh up various factors such as credibility, alignment with their attitude,
etc., in order to create results with sufficient validity. In addition, we are
in favor of conducting long-term studies with these scenarios, that explore
the relationship between how the decision-making processes can be mapped
over time and what correlations can be analyzed that are not possible with
singular surveys.

One way to avoid reducing the analysis of the information dissemination
process to merely studying datasets or real-world data recordings is to utilize
online tools for creating experimental environments. Looking at the experi-
mental designs that were used by the analyzed papers, a multitude focussed
on the presentation and rating of headlines or articles for the participants to
rate (among others (Ali et al., 2022; Altay, de Araujo, et al., 2022; Ceylan
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et al., 2023; Freiling et al., 2023; Rijo&Waldzus, 2023; Vellani et al., 2023)).
Of the reviewed papers, only (Jones et al., 2023) modified the real and exist-
ing social media feed of the participants to observe their interactions with
misinformation. While we especially looked for experimental design utilizing
digital tools to simulate an SNS environment, we found only few.While some
like (Lees et al., 2023) were used educationally, offering the users the oppor-
tunity to learn about misinformation and test their accuracy, almost none
were used in the context of an experimental manipulation of the decision
process of the participants. The only exception to this is the misinformation
game from (Butler et al., 2023). An experimentally evaluated online envi-
ronment that not only allows the creation of messages and headlines in an
SNS feed, but also enables the manipulation of variables such as the user’s
reach or credibility. They provide exactly the kind of “adaptable and ecolog-
ically valid social media testing paradigm” (Butler et al., 2023) that enables
a more decision environment driven approach to addressing the spread of
misinformation on SNS.

LIMITATION

By addressing explicitly experimental research, our work demonstrates a high
demand for theory-driven design of empirical research on misinformation
dissemination SNS. Due to a high focus on existing data sets, the presented
results have been deducted from a few publications on empirical research. In
combination with high divergence of variables and variability of examined
constructs, we cannot estimate the replicability or statistical relevance of our
results. Future research activities need to focus on variables by integrating
psychological models of human action regulation in information spaces and
SNS.

CONCLUSION

The conducted literature review showed that a high proportion of the
reviewed articles focused on the detection or simulation of misinformation
spread. Of the work that examined the information dissemination process as
an individual decision influenced by psychological factors, most approached
the topic via person related variables. To further understand individual
sharing behavior, it is crucial to analyze the circumstances under which indi-
viduals make their decisions.We assume that the identification of factors that
influence individuals to share misinformation in their personal contexts can
provide explanations for how misinformation spreads on social networks.
Empirical, experiment-based testing of these variables is essential to develop
a holistic picture. Further research should therefore aim to use realistic sce-
narios to experimentally test precisely those variables that best describe the
decision-making environment of individuals.
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