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ABSTRACT

To ensure safe and efficient collaboration between humans and automated systems,
it’s essential to understand how to allocate functions dynamically. The first step
involves identifying the factors that may trigger such dynamic function allocation.
When factors influencing information processing emerge and reach a certain level of
significance, individuals often experience changes in their states and performance. It is
at this juncture that dynamic human-machine function allocation becomes necessary.
Therefore, identifying these factors from the perspective of human information pro-
cessing can help determine whether a task element will be affected by a specific factor
and if dynamic function allocation should be initiated. By conducting an extensive liter-
ature review encompassing various related studies, this research identified factors that
may impact different stages of human information processing. Subsequently, these
factors were identified for dynamic function allocation in human-machine collabora-
tion. This study is expected to provide a theoretical foundation for achieving dynamic
function allocation in human-machine teaming.

Keywords: Dynamic human-machine function allocation, Human information processing,
Human-machine teaming

INTRODUCTION

As intelligent technologies continue to advance, automated systems are
becoming increasingly capable of coexisting and collaborating with human.
Despite these achievements, challenges persist in today’s human-machine
teaming, such as problems arising from improper function allocation. To
enable safe and efficient human-machine teaming, it is crucial to understand
how to allocate functions between humans and automated systems effectively.
Determining when control should be assigned to either party is the first step
in addressing this issue. To addressing the challenge, it is necessary to identify
the factors that influence dynamic function allocation.
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Drawing on existing research, factors triggering dynamic human-machine
function allocation can be classified into five main categories based on
the triggering criteria (Feigh et al., 2012): operator-based, system-based,
environment-based, task- and mission-based, and spatio-temporal triggers.
Different categories of factors can be sensed, observed, and modelled indi-
vidually or in combination to build an understanding of the current situation
and provide input for selecting subsequent allocation options (Feigh et al.,
2012).

Previous research has identified various factors from literature review and
individual studies that trigger the need for human-machine function alloca-
tion. The present study takes a more systematic approach by examining the
factors that influence human information processing functions, which in turn
trigger the need for dynamic function allocation. Information processing is
the core of human performance. In various tasks, human must perceive infor-
mation, transform that information into different forms, assess the situation,
make decisions and take an action based on the perceived and transformed
information (Wickens&Carswell, 2021).When factors influencing informa-
tion processing emerge and attain a certain threshold of influence, individuals
often undergo changes in their states and performance. It is at this point that
dynamic human-machine function allocation should come into play, ensur-
ing both safety and performance. Thus, the factors that influence human
information processing would directly impact the necessity and timing of
human-machine function allocation. Since any task element involves one
or more information processing functions, identification of the factors from
the perspective of human information processing can well support the judg-
ment whether a task element will be influenced by a specific factor and then
whether dynamic function allocation should be triggered.

Therefore, this paper will start from the human information process-
ing model. Through an extensive literature review encompassing numerous
related works, the aim is to identify factors that may impact information
processing, and finally obtain factors for dynamic function allocation in
human-machine teaming. This human-centric perspective allows for a more
systematic and thorough exploration of the factors influencing dynamic
function allocation, ensuring a more complete understanding of the human
operator’s limitations and the conditions under which human-machine col-
laboration needs to adapt. In addition, from the perspective of machine, we
also have a plan to explore the factors influencing machine information pro-
cessing functions. However, this study will be conducted in the future and are
not presented in this paper.

IDENTIFICATION OF FACTORS FROM THE PERSPECTIVE OF
HUMAN INFORMATION PROCESSING

In the subsequent sections, we will enumerate factors that may impact dif-
ferent stages of human information processing. These factors are either
associated with task characteristics and demands directly encountered during
information processing or linked to the environment in which information
processing is conducted. Additionally, they encompass factors related to an
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individual’s state (physiological and psychological) before and during task
execution.

It is noteworthy that certain factors, including age (e.g. Craik & Bialystok,
2006), gender (e.g. Speck et al., 2000), intelligence (e.g. Colom et al., 2004),
experience (e.g.Weiss & Shanteau, 2003), personality (e.g. Costa &McCrea,
1978), and other intrinsic features of human, as well as potential health con-
ditions such as vision or hearing defects, brain loss, mental illness, and other
medical conditions (e.g. Blasiman & Was, 2018), may influence information
processing performance. In addition, some substances that have a psychoac-
tive effect, such as alcohol (e.g. Dougherty et al., 2000), nicotine (e.g. Blake
& Smith, 1997), drugs (e.g. Barch, 2004), can also influence the performance
of information processing. However, these factors share a common feature—
be less prone to change throughout task execution. In function allocation,
these factors may serve as input before task execution, exerting a “personal-
ized” impact on subsequent dynamic function allocation based on individual
differences. In the following analysis, we will refrain from further discussing
these relatively stable factors and concentrate on those susceptible to change
and manipulatable shortly before or during the task.

Before analysing the various factors, it is essential to provide an expla-
nation of the information processing model. In this paper, we adopt as a
framework the information processing model from Wickens et al. (2013),
and mainly focus on the following parts: attention, sensory processing, per-
ception, memory, decision and response selection, response execution. In
addition, it should be noted that this study attempted to review as many
factors influencing various stages of information processing as possible, but
these factors may not be exhaustive.

Common Factors

Before delving into the factors associated with various components of the
human information processing model, we first introduce some common fac-
tors. These factors may be associated with overall cognitive functions in
individuals, exerting varying degrees of influence on information processing.

Mental Workload. Mental workload is closely related to human informa-
tion processing performance. It characterizes “the demands of tasks imposed
on the limited information processing capacity of the brain” (Wickens et al.,
2013).

Arousal. Arousal pertains to individuals’ level of activity (Wickens et al.,
2013). It is crucial in regulating numerous cognitive processes (Cahill &
McGaugh, 1998), and have complicated effects on human performance
(Yerkes & Dodson, 1908).

Situation Awareness. Individuals possessing the highest levels of situation
awareness can perceive pertinent information aligned with their goals and
decisions, adeptly integrate this information to comprehend its meaning or
significance, and are able to project possible future status (Endsley, 1995).
Situation awareness is essential for making proactive decisions in challenging
environments.
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Attention

The availability of attentional resources is constrained and influenced by
various factors.

Distractions. Distractions describe interfering irrelevant stimuli or sec-
ondary tasks that capture attention but should be ignored (Zickerick et al.,
2020). For example, in driving tasks, The National Highway Traffic Safety
Administration classifies distraction into four types: visual (e.g. looking away
from the roadway), auditory (e.g. responding to a phone), biomechanical (e.g.
manually adjusting the radio volume), and cognitive (e.g. mind wandering)
(Ranney et al., 2001).

In addition, some psychological states of people when processing informa-
tion may affect people’s attention resources.

Emotions. Emotions influence the allocation of attention (Compton, 2003;
Vuilleumier, 2005). For example, several studies have shown that more atten-
tion is drawn to and maintained by emotional stimuli (such as angry faces)
than by neutral or novel ones (Fenske & Raymond, 2006).

Anxiety. Several studies have shown that anxiety modulates the function-
ing of attention, and different categories of anxiety (state or trait) may impact
attention differently (MacLeod & Mathews, 1988; Pacheco-Unguetti et al.,
2010).

Fatigue. Fatigue can have a negative impact on attention. Higher levels of
mental or physical fatigue can reduce an individual’s capacity to maintain
and shift attention effectively (Boksem et al., 2005; Faber et al., 2012).

Sleep Deprivation. Sleep deprivation can significantly impact attention and
cognitive function, impairing sustained attention and leading to decreased
vigilance and alertness (Doran et al., 2001; Gobin et al., 2015; Lim&Dinges,
2008).

In addition to the factors mentioned above, salience is an important factor
affecting attention allocation. Compared with salient features that attract
attention, such as size, colour, intensity, contrast, and others, stimulus that
do not have these features may not be noticed, even if they are important
(Rensink, 2002; Simons & Levin, 1998; Wickens et al., 2009). However, it
should be noted that in various tasks, the salience of the interface and objects
in the environment are often predetermined during the design phase and are
difficult to change before or during task execution. Therefore, they are not
considered for dynamic function allocation.

Sensory Processing and Perception

As the first step in information processing, the functions of sensory processing
and perception are influenced by numerous factors in various tasks.

Visibility Conditions. Visibility conditions have a profound impact on
visual sensation and perception. Good visibility conditions are crucial for
the human visual system to effectively capture and interpret visual stimuli
(Liu et al., 2020).

Noise. Noise significantly impacts on auditory sensation and perception
of information (Helfer & Wilber, 1990). High levels of noise may impede
individuals’ ability to capture and interpret crucial auditory signals from the
environment.
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Vibration. Exposure to a strong vibration environment, such as driving in
a bumpy vehicle, can cause the eyes to shake and create blurred vision. This
can impact the accurate observation of details and distant objects (Griffin &
Lewis, 1978). Furthermore, under some exposure scenarios, vibrations may
intensify the effects of noise and raise the risk of hearing loss (Hamernik et al.,
1989).

Scene Complexity. In actual task scenarios, scene complexity is mainly
reflected in the quantity of information simultaneously present and the quan-
tity of information to be processed per unit of time. For example, the
information is available for only a limited time in the driver’s visual field
when speed is high, potentially influencing visual perception (Hirschberger&
Miedel, 1980; Rogé et al., 2004). Additionally, unexpected events in driving
scenarios, such as traffic accidents, sudden braking, or the sudden appearance
of pedestrians, introduce sudden changes in the scene, requiring drivers to
process more information within a short time. Furthermore, scene complex-
ity is also found to modulate activation in a network of regions commonly
engaged in scene perception (Chai et al., 2010).

Memory

In this paper we will focus on two different storage systems with different
durations: working memory and long-term memory.

Two types of information, verbal and spatial, are stored in working mem-
ory and are temporarily and effortfully preserved in either the phonological
loop or the visuospatial sketchpad (Wickens et al., 2003). Auditory noise,
such as ongoing irrelevant speech (Salame & Baddeley, 1982) or concurrent
tones (Jones & Macken, 1993), disrupts the contents of the phonological
loop, making it challenging to hear and understand spoken content. Similarly,
the presence of “visual noise” interferes with the recall of visual attributes,
reducing the vividness of visual images (Baddeley & Andrade, 2000), just as
auditory noise interferes with information retention in the phonological loop.

For working memory, its limits are substantial and severely limit how peo-
ple can process and retain information they see and hear. Therefore, we can
also start from its limits to find out the factors that affect working memory.

Quantity of Information. Working memory is limited in its capacity (the
amount of information it can hold). The upper limit of the capacity is four
chunks (Cowan, 2001). Thus, an increase in the quantity of information to
be memorized beyond an individual’s working memory capacity can result in
forgetting, interference, and confusion of information.

Memory Duration. Working memory is also limited in how long informa-
tion may remain. The notion of that our memory inexorably decays over time
is an important part of models of working memory (Barrouillet et al., 2004;
Burgess & Hitch, 2006).

Confusability and Similarity of Information. Confusion in working mem-
ory may arise when different items share similar features because, as their
representation decays before reactivation, there is a higher probability that
the discriminating details will be lost (Wickens et al., 2003). Moreover,
the impact of decay and time on recall is more disruptive to material that
exhibits greater similarity, especially when the recall requires a particular
order (Cowan, 2001).
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In addition to the factors related to the limits of working memory men-
tioned above, there are many other factors that affect working memory,
such as:

Emotions. Emotion can clearly influence performance onworkingmemory
tasks, with different emotions having different levels of impact. In general,
negative emotion seems to have an impairing effect on working memory;
however, under certain circumstances, positive emotion and motivation can
enhance working memory performance (Brose et al., 2012; Sanada et al.,
2013).

Anxiety. Anxiety has a negative effect on working memory performance.
Coy (1997) found evidence that increasing anxiety by increasing time pres-
sure can increase task-irrelevant thoughts, and these thoughts may utilize
working memory resources, leaving them unavailable for task performance.
Tohill and Holyoak (2000) also induced anxiety through time pressure and
obtained evidence supporting the idea that increased anxiety correlates with
a reduction in working memory capacity.

Sleep Deprivation. Sleep deprivation has a consistently negative effect on
working memory performance (Blasiman & Was, 2018). Researchers have
demonstrated that individuals experiencing chronic sleep deprivation per-
formedworse on tasks requiring workingmemory compared to non-deprived
participants (Lieberman et al., 2002). This deficit is particularly strong under
higher working memory loads (Cellini et al., 2014).

Temperature. Temperature has been found to affect working memory per-
formance. Researchers have found a connection between cold temperatures
and impaired working memory (Schoofs et al., 2009). Moreover, individuals’
subjective preferences for temperature also impact working memory perfor-
mance. Specifically, individuals who are tested at temperatures they prefer
exhibit improved working memory performance (Sellaro et al., 2015).

The retrieval of information in long-term memory is also influenced by
various factors, some of which resemble those affecting working memory,
such as anxiety. High levels of anxiety can adversely impact both work-
ing memory function and the recall of information from long-term memory.
Research suggests that anxiety may disrupt the encoding of new informa-
tion into long-term memory (Mueller, 1979), resulting in reduced learning
efficiency.

Decision and Response Selection

Decision-making is regarded as the outcome of an information processing
procedure, involving the selection of an action plan from multiple alternative
options. Decision and response selection are shaped not only by the decision
environment and task demands but also by the capabilities and states of the
decision-maker.

Quantity of Information. Researchers have found that the quantity of
information can impact decision-making, potentially leading them to experi-
ence overload or delays in decision-making (Rogers, 1994).

Uncertainty. In situations characterized by a high degree of uncertainty
within tasks, decision-makers find it challenging to accurately predict or
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determine the outcomes of their decisions, thereby amplifying the inher-
ent risks associated with decision-making. Generally, decision-makers are
hesitant to take risks when dealing with imprecisely specified probabilities
and are even willing to pay an additional cost to avoid vagueness (Kuhn &
Budescu, 1996).

Time Pressure. Several studies have indicated specific impacts of time
pressure on the decision-making process. According to Edland and Svenson
(1993), effects of time pressure include an over-reliance on negative informa-
tion and an increased reliance on fewer attributes or dimensions in making
choices. Payne, Bettman, and Johnson (1993) suggested that deadlines to
complete static tasks cause subjects to speed up processing of information
and switch to simple decision strategies. Additionally, Wright (1974) noted
that under time pressure, decision-making performance deteriorated when
more rather than less information was provided.

Anxiety. Anxiety may affect decision and response selection. There is evi-
dence that people scan alternatives in a more non-systematic fashion under
anxiety (Payne et al., 1992).

Fatigue. Fatigue may compromise an athlete’s cognitive processing in
a manner that diminishes their ability to control movement when rapid
decision-making is required (Almonroeder et al., 2018).

Response Execution

During the phase of response execution, there are several factors to consider.
Firstly, certain tasks exhibit a high level of action complexity, demand-
ing individuals to demonstrate heightened operational speed, accuracy, and
range of motion. These aspects can significantly impact the performance
of response execution. In addition, action execution requires individuals
to employ psychomotor abilities, which are influenced by the individual’s
fatigue level (Habay et al., 2021; Kahol et al., 2008). Furthermore, vibration
can also affect the precision of action execution. Vibration may disrupt the
performance of eye-hand coordination tasks unless the hand is stabilized by
an external source (Brooks & Lack, 2006). In driving tasks, vibration in a
vehicle can, for example, make touch screens extremely unreliable as input
devices (Wickens et al., 2003).

In addition to the factors mentioned above, the execution of action may
also be influenced by factors related to the interior layout and design, such
as car seats, clothing, and the human-machine interface. These factors are
often predetermined during the design phase and are difficult to alter before
or during task execution. Therefore, they are not taken into consideration in
this paper.

Integration and Supplement of Factors

The previous section began with an exploration of human information pro-
cessing functions, uncovering various influencing factors. In this section,
we will organize and integrate some of the previously mentioned factors
that expressed similar meanings while elucidating some additional ones not
previously addressed. As a result, the following factors have been derived:

Task Size. We have highlighted that the quantity of information influ-
ences various stages of human information processing, whether it pertains
to the quantity of information to be memorized or the quantity of informa-
tion used for decision-making. The greater the quantity of information to
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be processed, the larger the corresponding task size. Hence, in relation to
task-specific characteristics, we categorize this as “task size”.

Task Uncertainty. The uncertainty associated with task information and
outcomes can influence decision-making. For example, in driving tasks,
uncertainties such as unpredictable road conditions and sudden emergency
can add complexity to a driver’s decision-making process.

Task Confusability. As mentioned earlier, individuals find it more chal-
lenging to remember features with higher confusability and similarity. Thus,
in relation to task-specific characteristics, we describe this factor as “task
confusability.”

Task Duration. As previously mentioned, information in memory may
gradually weaken or decay over time. In various tasks, we often encounter
extended task durations. During the long duration of the task, the informa-
tion in our memory may be gradually forgotten over time if not reminded by
others.

AGGREGATION OF FACTORS FOR DYNAMIC FUNCTION
ALLOCATION

After identifying all the factors influencing human information process-
ing functions, following the trigger mechanisms proposed by Feigh et al.
(2012) for dynamic function allocation, we aggregate these factors into the
framework depicted in Figure 1. In the implementation of dynamic function
allocation, a general principle is that, when factors that affect information
processing functions arise within the scenario and reach a certain threshold
of influence on the operators, we tend to shift the task to the automa-
tion. Specifically, the factors covered by individual differences and experience
are associated with the operators’ personal characteristics and may serve as
input before task execution, exerting a “personalized” impact on subsequent
dynamic function allocation. The remaining factors are continuously moni-
tored and detected during the task, influencing dynamic function allocation
in real-time.

Figure 1: Factors for dynamic function allocation in human-machine teaming.
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CONCLUSION

In this paper, we started from the human information processing model,
mainly focusing on the parts including attention, sensory processing, per-
ception, memory, decision and response selection, and response execution.
Through an extensive literature review encompassing numerous related
works, we identified factors that may impact different stages of human infor-
mation processing, and finally yielded factors for dynamic function allocation
in human-machine teaming. In the future, we will also explore the factors
influencing machine information processing functions.
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