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ABSTRACT

The examination of the musculoskeletal system in dogs is a challenging task in veterinary
practice. The careful diagnosis as well as the evaluation of very complex findings is get-
ting increasingly important. Therefore, a novel method has been developed that enables
efficient documentation of a dog’s condition through a visual representation. However,
since the visual documentation is new, there is no existing training data. The objective
of this work is therefore to mitigate the impact of data scarcity in order to develop an AI-
based diagnostic support system that can provide veterinarians with accurate predictions.
To this end, the potential of synthetic data that mimics realistic visual documentations of
diseases for pre-training AI models is investigated. Specifically, this work explores whether
pre-training an AI model with synthetic data can improve the overall accuracy of canine
musculoskeletal diagnoses. We propose a method for generating synthetic image data that
mimics realistic visual documentations. Initially, a basic dataset containing three distinct
classes is generated, followed by the creation of a more sophisticated dataset containing
36 different classes. Both datasets are used for the pre-training of an AI model, adapting
it to the domain of visual documentations. Subsequently, an evaluation dataset is created,
consisting of 250 manually created visual documentations for five different diseases. This
dataset, along with a subset containing 25 examples, serves as the basis for evaluating the
efficacy of pre-training an AI model on synthetic data. The obtained results on the evaluation
dataset containing 25 examples demonstrate a significant enhancement of approximately
10% in diagnosis accuracy when utilizing generated synthetic images that mimic real-world
visual documentations. However, these results do not hold true for the larger evaluation
dataset containing 250 examples, indicating that the advantages of using synthetic data
for pre-training an AI model emerge primarily when dealing with few examples of visual
documentations for a given disease. This implies that the use of synthetic data may not
be necessary for diseases with many visual documentation examples. Overall, this work
provides valuable insights into mitigating the limitations imposed by limited training data
through the strategic use of generated synthetic data, presenting an approach applicable
beyond the canine musculoskeletal assessment domain.
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INTRODUCTION

In the ever-evolving landscape of artificial intelligence (AI) applications, effec-
tively utilizing AI models in practical use cases where training data is limited
remains a challenging problem. Particularly, in veterinary medicine where the
availability of huge annotated datasets is limited (Appleby and Basran 2022).
One promising way to address this challenge is the exploration of few-shot
learning (FSL) models, which aim to efficiently learn representations when
provided only with a handful of training examples. However, state-of-the-art
FSL models almost always aim to transfer knowledge gained from large-scale
source tasks, utilizing huge datasets, to smaller-scale target tasks with limited
training data availability (Hu et al., 2022). This approach, however, becomes
problematic when the target task (e.g., canine musculoskeletal diagnosis)
significantly differs from the available source tasks with huge datasets.

Therefore, an alternative strategy involves augmenting training data with
synthetic examples mimicking the limited available data (Trabucco et al.,
2023, Burg et al., 2023). This way, Deep Learning-based classificationmodels
can potentially thoroughly learn the characteristics of canine musculoskeletal
diagnoses. For this reason, we investigated in this work whether pre-training
an AI model with synthetic data can improve the overall accuracy of canine
musculoskeletal diagnoses.

To this end, we developed a method to generate synthetic images mimick-
ing visual documentations of canine musculoskeletal diagnoses. For this, we
first generated a basic dataset containing three distinct classes, followed by
creating a more sophisticated dataset with 36 classes. Both datasets were used
to pre-train a deep learning classification model, adapting it to the domain
of canine musculoskeletal diagnosis. To assess the pre-training effectiveness,
we manually created an evaluation dataset containing 250 visual documenta-
tions of five diagnoses (50 examples per diagnosis). Additionally, we explored
the effectiveness with minimal data, using a subset of 25 examples from the
evaluation dataset (5 examples per diagnosis).

Our results indicate that the use of synthetic data is not universally benefi-
cial. Although a significant enhancement of approximately 10% in diagnosis
accuracy was achieved in a few-shot scenario (5 examples per diagnosis), this
improvement did not hold true for the larger evaluation dataset with 250
examples (50 examples per diagnosis). This indicates that the advantages
of using synthetic data for pre-training an AI model emerge primarily when
dealing with a few examples of visual documentations for a given disease.

GROWING DEMAND FOR EFFECTIVE DOCUMENTATION IN
VETERINARY MEDICINE

In response to the growing demand for evidence-based veterinary care,
central veterinary hospitals are emerging as hubs where specialized prac-
titioners collaborate across disciplines. This trend mirrors developments in
human medicine, enabling the integration of specialties such as Physical and
Rehabilitative Medicine (PRM) into veterinary practice (European Physical
and Rehabilitation Medicine Bodies Alliance, 2018). As the importance of
PRM in veterinary medicine rises, addressing specific indications becomes
imperative.
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Figure 1: Example image of a filled-out body map (BnE© 2023 VBS GmbH) provided
by Dr. Esteve Ratsch.

The escalating prevalence of sportive dogs requiring preventive and
demanding soft tissue injury treatments underscores the need for enhanced
PRM competence. Additionally, the aging pet population, expected to reach
30–40%, requests a proactive senior medicine approach (Fortney, 2012). The
rising concern of obesity, a prevalent medical issue in dogs, further empha-
sizes the urgency for comprehensive and effective veterinary interventions
(Ratsch et al., 2022).

PRM, a discipline focused on preventing, diagnosing, treating, and rehabil-
itating patients with disabilities, plays a vital role in understanding the inter-
dependencies between bodily functions and structures. The PRM practitioner
collaborates with various specialists to deliver accurate diagnoses, requir-
ing strong communication skills and interdisciplinary cooperation (European
Physical and Rehabilitation Medicine Bodies Alliance, 2018).

Diagnosing PRM-related issues involves detailed anamnesis, physical
examinations, and functional assessments, encompassing pain, joint mobility,
muscle power, and more. In complex cases, additional circulatory func-
tion testing may be necessary. A thorough diagnosis forms the foundation
for a multimodal treatment plan, emphasizing the need for close interdisci-
plinary collaboration and effective communication (European Physical and
Rehabilitation Medicine Bodies Alliance 2018).

Current veterinary tools lack efficiency in documenting and analyzing
complex clinical information, hindering effective interdisciplinary commu-
nication. Body maps© (see Figure 1), commonly used in dental and der-
matological practices, offer a visual solution to represent complex clinical
findings (Cornwall 1992, Tarr et al., 2011, Galloway 2011). Integrating Arti-
ficial Intelligence (AI) into body maps© can expedite diagnosis and treatment
planning, providing valuable insights in a time-efficient manner.

Summarizing, the integration of PRM into veterinary medicine is crucial
for addressing the evolving healthcare needs of companion animals. Body
maps©, supported by AI, offer a powerful tool for visualizing and com-
municating complex clinical findings. This innovative approach enhances
interdisciplinary collaboration and ensures accurate diagnosis and treatment
planning.
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Body Map© for Efficient Documentation

In order to facilitate the utilization of body maps© as an effective documen-
tation tool for veterinarians, we have created a specialized application. By
having many veterinarians use our application in the future, we aim to accu-
mulate a substantial volume of data (body maps©). This data can then be
utilized to enhance classification models, ultimately contributing to improved
support for diagnosis and treatment. However, at the moment there are only
a few body maps© filled out by veterinarians available.

Most practices use a practice management system (PMS) for their records
(Gysin et al., 2019). Hence, all information relevant to AI models should
be imported from individual practice management systems. Practice man-
agement systems are usually run on desktop computers. Therefore, our
application should run on a desktop system as well. However, it’s hard to
draw or document inside a body map© using a desktop computer (or more
specifically using a mouse). Thus, a cross-platform framework is needed.
Currently, we use Flutter (Flutter - Build apps for any screen 2024) as it sup-
ports desktop, Windows, and mobile devices. In addition, our application is
offline-ready, as the veterinarian might examine dogs at their home. Figure 2
shows the general architecture of our system: The backend of our applica-
tion (one instance in each practice) imports relevant data from the PMS. The
veterinary analyses all data related to the patient and then uses a tablet to
sketch the current examination findings. All AI models run on a cloud server.

Currently, we are not able to import data from practice management sys-
tems, because these are closed systems. However, we are optimistic to find
solutions and collaborate with established vendors in the future. Also, the
application is still in the alpha stage and intensive UX evaluation with differ-
ent veterinarians is needed. However, it is possible to document findings in
the body map© and to compare body maps© using the application.

Figure 2: The architecture of our specialized application, allowing veterinarians to
easily fill out body maps© while being compatible with existing PMSes.
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GENERATING SYNTHETIC DATA

Currently, only a handful of body maps© filled out by veterinarians
(see Figure 1) are available. This is primarily due to the novelty of using a
body map© for documenting canine musculoskeletal diagnoses, coupled with
the fact that our developed application is currently in the alpha stage. For
this reason, we developed a method for generating synthetic image data that
mimics realistic visual documentations.

First, we developed an algorithm with which we can generate any number
of synthetic images. Here, images of three different classes were generated,
which are line, dashed line, and point cluster. These three different types will
be used in the future to indicate the severity of a clinical finding made by
a veterinarian. Our motivation in generating these three types was that a
model trained on these synthetic images would already be able to discrim-
inate between the three types of lines and thus acquire prior knowledge.
The different classes are drawn randomly inside the body map© shown in
Figure 1.

For the line and dashed line, first, a starting point s is randomly selected
within the body map©. Then an end point e within the radius of 200 pixels is
also randomly selected within the body map©. The lines are then generated
either as a quadratic or cubic Bézier curve, whereby the control points have
a random deviation in the radius of 30 pixels compared to the corresponding
points on the linear line between starting point s and endpoint e.

For the point cluster, the number of points n is first selected at random in
the range from 3 to 20. Then a starting point s0 is randomly selected and
drawn inside the body map©. After that, the next point is randomly selected
within a radius of 20 pixels around the previous point, which is s0 in the
first round. This procedure is performed n-1 times to generate a point cluster
containing n points inside the body map©.

Figure 3: Visualization of the body map (BnE © 2023 VBS GmbH) divided into twelve
regions.
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We then extended our algorithm by dividing the body map© into 12
regions, as shown in Figure 3. Here we generated the three classes using
the same approach as before, but this time only within one of the twelve
regions. In this way, we obtained 36 different classes. The motivation for this
approach was that a model trained on these synthetic images would be able
to develop spatial awareness of the body map©.

Then we manually created an evaluation dataset to assess the effective-
ness of using the generated synthetic data to improve the overall accuracy
of canine musculoskeletal diagnoses. To this end, we defined five specific
diagnoses and specified their characteristics. The five diagnoses are pelvic
contusion, atrophy/hypertrophy at the forelimb, atrophy/hypertrophy at the
hindlimb, low blood pressure, and high blood pressure. The characteristic
of pelvic contusion, for example, is pain (indicated by the color red) in the
pelvic area. For each of the five diagnoses, we manually filled out 50 body
maps© for training and 10 body maps© for testing according to the speci-
fied characteristics. In addition, we extracted a subset of 25 training (5 body
maps© per class) and 20 test examples (4 body maps© per class) to evaluate
the effectiveness of synthetic data in a scenario where very few examples are
available.

After this, we needed to determine which classification model should
be used to determine the effectiveness of using synthetic data to improve
the overall accuracy of canine musculoskeletal diagnoses. To this end, we
examined several classification models in an exploratory analysis. After an
exploratory analysis, we decided to proceed with the EfficientNet V2-Smodel
(Tan and Le, 2021) in subsequent experiments.

We then fine-tuned the EfficientNet V2-S model (pre-trained on the Ima-
geNet dataset (Deng et al., 2009)) on the two generated datasets, the one
with three classes and the one with 36 classes. In this way, we obtained
two fine-tuned EfficientNet V2-S models, which we abbreviate as V2-S-3
and V2-S-36. To evaluate the effectiveness of the synthetic data, we fur-
ther fine-tuned these models on the training data of our evaluation dataset.
Here we have fine-tuned the V2-S-3, the V2-S-36, and the original V2-S
model. We also fine-tuned the V2-S model to be able to compare it with
the V2-S-3 and V2-S-36 models. This allows us to assess the effectiveness
of pre-training an AI model with synthetic data on the overall accuracy of
canine musculoskeletal diagnoses.

RESULTS

To assess the effectiveness of using synthetic data, we compared two models
trained with synthetic data to a model trained without synthetic data. More
specifically, we fine-tuned all three models V2-S, V2-S-3, and V2-S-36 (intro-
duced in the section before) using an evaluation dataset, which we manually
created. We also extracted a subset of the evaluation dataset to evaluate the
effectiveness of synthetic data in a scenario where very few examples are
available.
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Table 1. Comparison between one model trained without synthetic data (V2-S) and two
models trained with synthetic data (V2-S-3 and V2-S-36). The comparison of
the smaller evaluation dataset containing 25 training images is shown in the
left table. The right table shows comparison results on the larger evaluation
dataset containing 250 training images.

Model Accuracy (%) Model Accuracy (%)

V2-S 80 V2-S 96
V2-S-3 90 V2-S-3 94
V2-S-36 80 V2-S-36 96

a) b)

For the smaller evaluation dataset containing 25 training and 20 test
images, the V2-S-3 model achieves an accuracy of 90%, which is 10% bet-
ter than the accuracy achieved by the V2-S as well as the V2-S-36 model.
The results are shown in Table 1a). These results can be interpreted such that
using synthetic data leads to an overall higher accuracy of canine muscu-
loskeletal diagnoses. However, this interpretation is only true for the V2-S-3
but not for the V2-S-36 model, showing that the use of synthetic data does
not necessarily lead to a higher accuracy. Nevertheless, the improved accu-
racy for the V2-S-3 model by using synthetic data is promising for a scenario
where only a few filled-out body maps© are available, which is currently the
case in our project.

Table 1b) shows the results for the larger evaluation dataset containing
250 training and 50 test images. Here, contrastingly the V2-S and V2-S-36
models achieve a better accuracy with 96% compared to the V2-S-3 model
with 94%. This contrast in achieved accuracy for the smaller and larger eval-
uation datasets needs to be further investigated in future work. Overall, it can
be seen that more training images lead to higher accuracy. Also, the observa-
tion in Table 1a) that using synthetic images can lead to an overall improved
accuracy of caninemusculoskeletal diagnoses does not hold true for the larger
evaluation dataset, as can be seen in Table 1b).

DISCUSSION

In this work, we investigated whether pre-training an AI model with synthetic
data can improve the overall accuracy of canine musculoskeletal diagnoses.
Our results indicate that the use of synthetic data is beneficial in scenarios
where only limited data is available, specifically five examples per class in
our case. For an evaluation dataset with 50 training images per class, the use
of synthetic data did not lead to an improvement in the accuracy of canine
musculoskeletal diagnoses.

Using an algorithmic approach to generate synthetic training data did
allow us only to generate images that can represent simple features of a filled-
out body map©. However, more powerful deep learning based models like
generative adversarial networks (Goodfellow et al., 2014) or diffusionmodels
(Ho et al., 2020) could potentially allow the generation of more sophisticated
images that mimic body maps© filled out by veterinarians in a closer way.
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Nevertheless, our results show that even simplistic synthetic images can lead
to improved accuracy. Furthermore, we believe that the integration of exist-
ing scientific literature in the form of text data as prior knowledge about
canine musculoskeletal diagnoses is promising.

RELATED WORK

According to Gysin et al., most veterinarians in Switzerland use practice man-
agement systems (PMS) to administer their animal records. However, most
PMSes are closed systems, and individual contracts are needed to get access to
the patient health data inside these systems. Also, there is no standard way for
documenting veterinary medical records, which easily causes a vendor lock-in
for veterinarians. More specifically, there is hardly any structured data, most
information is stored as free text (Lustgarten et al., 2020). Nevertheless, there
are publications that extract information from free text and try to classify
it (Sheng et al., 2022). To overcome the lack of standardization, using body
maps© as a unified way of documenting a canine’s musculoskeletal condition
is promising.

When facedwith limited available training data, there are usually twoways
to mitigate the impact on an AI model’s classification results. One way is to
improve the AI model algorithmically, altering its architecture so that the
model is able to learn generalizations faster. The other way is to augment
the available training data. Few-shot learning models, which aim for faster
generalizations through architectural alterations, usually transfer knowledge
gained from large-scale source tasks (using huge datasets) to small-scale tar-
get tasks with limited training data availability (Hu et al., 2022). Since body
maps© only contain sparse information (see Figure 1), transferring gained
knowledge from large-scale source tasks utilizing huge amounts of dense real-
world images is difficult. Therefore, augmenting the available training data
appears more feasible.

Here, the first effective data augmentation techniques were simple transfor-
mations such as horizontal flipping, color space augmentations, or random
cropping (Krizhevsky et al., 2012). However, as body maps© are standard-
ized and digitally created, applying such transformations would not add any
realistic or expectable variation to the training data. More advanced deep
learning based approaches such as using GANs or Diffusion Models to gen-
erate synthetic data have been proven to be effective (Frid-Adar et al., 2018,
Trabucco et al., 2023). However, trainingGANs orDiffusionModels requires
huge amounts of training data, which in our case is not available for filled-out
body maps©. Therefore, we finally decided to augment our limited available
training data by algorithmically generating images that represent filled-out
body maps©.

CONCLUSION

In our work, we investigated the effectiveness of synthetic data in the domain
of canine musculoskeletal diagnosis. Here, the use of body maps© to visually
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document a canine’s condition has the potential to advance canine muscu-
loskeletal assessment. Our investigation of mitigating data scarcity through
the use of synthetic data led to a notable improvement of around 10% in
diagnosis accuracy on a smaller evaluation dataset, showcasing the potential
of pre-training an AI model with generated synthetic images. While the posi-
tive impact on the diagnosis accuracy by using synthetic data diminished for
a larger dataset, our findings still show the potential of synthetic data, espe-
cially when training data is very limited. This research not only contributes
to advancing AI-based diagnostic support systems for canine health but also
offers insight into broader applications facing data scarcity.
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