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ABSTRACT

The high integration of artificial intelligence (Al) into our daily life has led to get
much research on the technology’s potential, particularly with its ability to under-
stand human emotions. Our study mainly focuses on the potential of Support Vector
Machine (SVM) models in facial emotion recognition (FER) and examines the possibil-
ity to analyse the results of emotion detection through the Viable Systems Approach
(VSA) perspective. The understanding of emotions as an important difference between
human and machine is an ongoing issue, underlining the necessity for Al to incorpo-
rate emotional intelligence. The main objective of the project is to fill the knowledge
gap existing between Al and human surroundings, ethics, and social factors. From
an experimental point of view, we realized three different SVM models based on the
most widely used kernel functions (linear, polynomial, and radial). Then, we used
the “JAFFE” dataset to test the models on three different configurations of the ini-
tial data, to understand which parameters are most influential for the performance
of the classifiers and to investigate the limitations and potential of SVMs for emotion
recognition. The next step addressed in the study is to integrate computer science
with VSA, providing a fresh perspective on emotion detection. This approach is not
just about developing a framework for human-computer interaction (HCI) but delves
deeper into understanding the social dynamics underlying decision-making. In con-
clusion, our paper emphasizes the significance of emotional aspects in HCI and the
potential of Al in understanding human emotions. By employing the VSA, it extends
the discussion on Al’s capabilities in complex decision-making processes, highlighting
the necessity for Al systems to resonate cognitively with human users in increasingly
digital environments.

Keywords: Emotion detection, Human computer interaction, Viable systems approach, Support
vector machines, Facial emotion recognition

INTRODUCTION

The period we are living in is marked by the continuous advent of new
techniques and tools based on artificial intelligence (AI) aimed at carrying
out the activities that characterize our everyday lives. Recent technologi-
cal developments, mainly related to the Internet of things (IoT), have led
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information technology and artificial intelligence to contaminate almost any
area of human knowledge (Laghari, 2022). What we might call the “Age of
Computerization” decrees the need to establish a daily relationship between
technology and those who use it, making the issue of human-computer inter-
action (HCI) a central topic in the scientific literature (Wobbrock, 2016). By
now, machines have achieved the ability to analyse and understand all the
material aspects of the world around us: the processing machines capacity is
at the complete service of man, to such an extent that the same lifestyle and
habits of human beings have undergone a significant transformation, impact-
ing people’s daily routine at all social levels. Nevertheless, it has been proven
how much the emotional and affective aspect is important in the commu-
nication and decision-making processes, in social interaction and, therefore,
also in HCI (Denham, 2007). It has been finally understood that the human
being is characterized by rationality, like intelligent machines, but also and
particularly by emotion, permeating human cognitive and decision-making
processes. The emotions relevance appears on the one hand as a defence/-
survival barrier for humans against the growing computational potential of
machines, and on the other as the human connotation that guarantees balance
and not dominance in HCI (Golinelli, 2020). Emotions strongly characterize
human decision-making processes and differentiate them from the rational
and computational ones of machines, beyond the sophistication of the lat-
ter. However, the greatest limitation of artificial intelligence consists in the
lack of understanding and awareness of the human context which makes
it impossible for machines to act according to ethical and social considera-
tions (Shanahan, 2018). The current scenario suggests Al scholars to focus on
aspects of knowledge that go beyond the material world, in order to allow
the possibility of imbuing machines with a form of emotional intelligence,
enabling computers to simulate human empathy.

Our study presents a twofold objective: the first is to analyse possibilities
and limitations of Support Vector Machines (SVMs) for facial emotion recog-
nition (FER); the second is to provide a new perspective on emotion detection,
based on Viable Systems Approach (VSA), aimed at the interpretation of
human decision-making dynamics.

The remainder of the paper is structured as follows: section 2 provides an
analysis of the relevant literature; section 3 describes the experimental setup;
section 4 presents and discusses the experimental results; section 5 focuses
on the new perspective given by VSA; section 6 draws conclusions based on
the findings.

LITERATURE REVIEW

The computer science field that deals with the study of human emotions is
affective computing (AC) (Picard, 1997). The main objective of the AC is to
create systems, based on artificial intelligence and ML algorithms, capable
of automatically recognizing the state of mind that characterizes an indi-
vidual in a specific time interval. The analysis is carried out thanks to the
use of various types of data linked to physical parameters, physiognomic
and proxemic or relating to language. Among various AC techniques, the
most direct and widespread method is FER, consisting in the classification
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of human emotions through the analysis of images or videos containing peo-
ple’s faces. The emotions distinguishable by the Al, on the basis of objective
factors related to the combination of contractions and relaxations of the mus-
cles of the face, are the seven primary emotions of Ekman (Ekman, 1987):
neutral, fear, anger, happiness, sadness, disgust, and surprise. The most com-
monly used training techniques for FER involve the use of Deep-Learning
(DL), which is widely used for the task of image classification. However,
several difficulties related, above all, to the unavailability of a sufficient
amount of data for training neural networks have recently led to a prefer-
ence for different machine learning techniques (Balasubramanian, 2019). In
this regard, the approach presented in our paper, based on SVM models for
FER, is seen as a viable alternative for emotion classification to the use of
deep learning; the main reason is that SVMs have much better suitability for
small amounts of data than DL algorithms, especially when the data is well-
structured, and the classes are separable (Lyons, 2020). The study of HCI
is often limited to emotion classification as it is; however, to investigate the
consonance (structural compatibility between two or more agents) between
human and machine, confirming both components to be capable of devel-
oping cognitive resonance and managing decision-making processes, there is
the need to reinterpret the results in a different key. This possibility is offered
by the theoretical contributions of VSA and “absentee management” (Mag-
gioni, 2014; Piciocchi, 2018). Emotions and their regulation belong to the
human species, making it possible to differentiate the human cognitive pro-
cess from the machine ones; regulating emotional experiences is fundamental
for the well-being and productivity of the individual, as this process expresses
the degree of adaptive compatibility (consonance) all kinds of interactions.
According to several studies, the decision-making processes of individuals are
different and context-based; emotional stability can be “modulated” accord-
ing to the degree of coherence and adaptability to the interacting interlocutors
(Barile et al., 2012; Petruzzelli, 2010). If the VSA admits the understanding
of phenomena according to a logic of subjective interpretation - rationality
and emotional expectation - then the concept of absence becomes relevant
for understanding how much the growth of knowledge is inextricably linked
to the non-knowledge/emptiness that persists. There is, therefore, an antag-
onistic and complementary relationship between knowledge and ignorance
which, according to Morin (Morin, 2018), justifies the incompleteness and
uncertainty that stimulate creative actions. The uncertainty of our cognitive
variety represents the so-called absence which, despite the progress, distinc-
tively characterizes living beings, not machines. From the point of view of
management and balance in HCI, it is possible to state an evolutionary dimen-
sion of the “unknown”, representing the potential for further evolution and
knowledge that must be shared.

EXPERIMENTAL SETUP

Dataset

The dataset selected for our work is the “Japanese Female Facial Expression”
(JAFFE) (Lyons, 2021). JAFFE consists of grayscale images depicting the faces



Support Vector Machines Models for Human Decision-Making Understanding m

of Japanese women, all captured frontally to the camera and against a neutral
back-ground. The dataset contains a total of 213 high- resolution images,
256x256 pixels in size, labelled on the basis of Ekman’s primary emotions.
The dataset is balanced and does not suffer from the presence of minority
classes (Goodfellow, 2016). Since SVM algorithms are known to work more
smoothly on small sets, the rather small number of samples compared to
other facial expression dataset makes JAFFE a particularly appropriate choice
for our investigation. In addition, the high resolution of the images greatly
simplifies the feature extraction steps.

Feature Selection

Features selection plays a crucial role in machine learning, as it goes to deter-
mine the data representation on which the learning model will be built. The
task of emotion recognition using SVM is comparable to a generic image clas-
sification problem: the different output classes can be discriminated based on
various types of features, derived from shape, texture or colour characteris-
tics of the images themselves. In our study, given the high resolution of the
images, we decided to use a very common method of feature selection based
on the numerical representation of the pixels of which each image is com-
posed. Specifically, each pixel was represented, on the basis of its shade of
grey, with a value between 0 and 255; as a result, after the feature selection
phase, each image in the JAFFE dataset was characterized by a sequence of
65536 numerical values, one for each pixel.

Kernel Functions and Hyperparameter Tuning

The classification mechanism of SVM algorithms is based on the identifi-
cation of a hyperplane capable of linearly separating samples, belonging to
different classes, in the feature space. Kernel functions are the key element
that enables this operation (Shawe-Taylor, 2004). In order to evaluate the
behaviour of SVM models with respect to the facial emotion recognition
task, we chose to use three of the most common kernel functions (linear (1),
polynomial (2) and radial (3)):

L Kjy (xy) = xTy
2. Kpoly (xay) = (VxTy 5
3. Kuy(x,y) = exp(—y [[x =)

where x and y represent two different observations of the dataset, y, d and
r are numerical coefficients, called hyper- parameters, that determine the
configuration and dimensionality of the new vector space.

The optimal value of each hyperparameter is not possible to know a priori,
but varies according to the problem. Techniques of hyperparameter tuning,
based on grid search and cross validation, were used to find the best values
employed in the continuation of the study for training the three SVM models.

)d
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RESULTS AND DISCUSSION

Evaluation of the Original Dataset

The experimental setup for our study involved dividing the images in the
dataset, as usual, into training set (75% of the original samples) and test set
(remaining 25%). Accordingly, of the total 213 images, 159 were used for
model training and 54 for its evaluation. The test accuracy for the linear and
polynomial kernel (89% and 85%, respectively) appears to be satisfactory
and in line with the expected results based on the literature study (Adeyanju,
2015). In contrast, the accuracy value for the radial kernel model, turns out
to be significantly lower (48%).

Several case studies report better (or at least comparable) performance of
the radial kernel than the others for image classification tasks. However, there
is no scientific evidence that the higher complexity of the radial kernel should
necessarily guarantee a better performance of the classification process. A
possible explanation for the underperformance of the radial kernel could be
related to an overfitting condition: where the number of features is much
greater than the number of samples in the training set, the higher the com-
plexity of the algorithm, the larger the tendency to fit the training data (Alam,
2016).

To evaluate the influence of the number of features on the testing accuracy
of the models, tests were carried out by going to reduce the size of the original
images from time to time. Specifically, the three SVM models were tested by
keeping the same subdivision of training and test set using different sizes for
the images.

The performance of the three models, in terms of classification accuracy
on the test set, is shown in Table 2.

Table 1. Test accuracy as a function of the dimension of the
images in the dataset.

Test Accuracy SVM Kernels
Dimension (Pixels) Linear Polynomial Radial
256x256 0.89 0.85 0.48
200x200 0.85 0.79 0.21
150x150 0.81 0.74 0.47
100x100 0.66 0.65 0.24

The linear and polynomial kernels show a very similar trend: as the number
of features decreases, the accuracy of the model diminishes. As for the radial
kernel, on the other hand, random fluctuations in the test accuracy value are
observed, showing no correlation with the size of the images in the dataset.
Figure 3, provides a more immediate visualization of the anomalous behavior
of the radial kernel SVM, appearing to confirm the overfitting hypothesis
advanced previously.
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Figure 1: Graph of test accuracy as a function of the number of features (image pixels).

Evaluation of the Augmented Dataset

To evaluate the algorithm’s performances variation as the number of images
in the training set changes, we used data augmentation techniques. The train-
ing time and the test accuracy for each of the different SVM models was
evaluated on four different sizes of the training set. The aim of the investiga-
tion was to understand whether the poor generalization ability on new data
evidenced by the radial kernel SVM could be addressed by introducing new
images into the training set.

While it is not possible to come up with a rigorous mathematical formu-
lation, several studies (Bordes, 2005) demonstrate the existence of a lower
bound for the training complexity of an SVM model: this is N . s for the lin-
ear kernel and between N? and N for the nonlinear ones (with N the number
of samples in the training set and s the number of features).

Table 2. Training complexity as a function of number of train-

ing samples.
Training Time (s) SVM Kernels
Training Samples Linear Polynomial Radial
~750 24 22 20
~1500 76 76 86
~3000 332 329 331
~6000 1124 1247 1087

Table 3 shows the performance in terms of training computational time for
each of the three SVM models as the size of the dataset changes, following
the data augmentation operations.

The training complexity, as expected, showed to be highly dependent on
the size of the dataset. It can be seen, however, that the run times for the
linear model do not differ significantly from those for the radial and polyno-
mial kernel. Given the large number of features that characterize each of the
samples, it applies to all the examined cases:
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N2 < N.s < N3.

The trends highlighted by the table are, therefore, justified by the fact that
the number of operations performed by the models in the training phase is
of the same order of magnitude for both the linear kernel and the radial or
polynomial one.

As for the test accuracy, the performance of the three models for each of
the modified datasets is summarized in Table 4.

Table 3. Test accuracy as a function of the number of training

samples.
Test Accuracy SVM Kernels
Training Samples Linear Polynomial Radial
~750 0.13 0.13 0.16
~1500 0.16 0.21 0.20
~3000 0.15 0.17 0.21
~6000 0.18 0.25 0.23

What is clear, in addition to a lack of improvement in the performance of
the radial kernel, is a general degradation in accuracy for all three models.
One possible explanation is that the use of synthetic images generated a new
case of overfitting; in other words, the new features are not causally corre-
lated with the model classification function, resulting in random outputs. The
hypothesis is also confirmed by the confusion matrices shown in Figure 5 for
the 750-sample training set: it can be seen that the individual predictions for
each of the three models differ significantly, a clear sign that the algorithms
simply guessed.

Linear Polynomial Radial

True label
True label
True label

Predicted label Predicted label Predicted label

Figure 2: Confusion matrices for the three models trained on the 750-sampled dataset.

VSA INTERPRETATION OF EMOTIONS

The study of emotional space is a rather widespread topic in the computer
science community; as can be deduced from the analysis of the literature,
AC provides all the necessary means for the analysis of emotional states
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through techniques and algorithms that allow software to work in a com-
pletely automatic manner; however, the connection between the emotional
state of subjects and their behaviour in decision-making is still completely
unexplored territory (Barile et al., 2020). The meaning of empathy, which can
be understood as a distinguishing element between humans and machines,
has deep roots that are not limited solely to the recognition and emulation
of emotions. AD’s ability to detect empathy depends on being able to rein-
terpret emotion detection results in a new key, allowing it to observe the
decision-making patterns underlying the acquisition of new information. In
other words, emotions can be viewed as a “chemical” response to mental
stimuli: in order to generate empathy, it is necessary to know according to
what criteria one’s mind absorbs such stimuli.

The concepts of value categories (or general schemes) and consonance,
typical of VSA, allow the two sides to be related: when observed through the
lens of VSA, the human emotional sphere eventually becomes an expression
of the decision-making processes that influence each person’s actions. Value
categories are the building block at the basis of each individual’s behaviour:
every behavioural dynamic, reaction or decision depends on strong beliefs,
representing the first response to the mental and emotional stimuli that arise
in the various decision-making contexts (Badinelli, 2012). The analysis of
emotions by means of Al techniques, when explored through the VSA theory
can therefore lead to the study of consonance, which would allow relational
dynamics to be investigated at a higher level. The impact of the research
could be, given the premises, very significant both in the field of HCI and in
the psycho-sociological field related to the study of human behaviour, since
the study of emotions through Al is not only aimed at the development of a
framework for HCI but also allows for a deeper investigation of the social
dynamics underlying decision making.

CONCLUSION

Our work highlights an aspect of undoubted interest: in the digital age,
researchers are going beyond the “simple” erudition of machines to recog-
nize Ekman’s emotions. New research directions are the projection towards
verticalizations which, in our case, impact on the system consonance to
develop ever greater system resonance degrees. In particular, contextualiz-
ing in HCI, means that there are some investigation and application fields
that would confirm syntropic man-machine processes - such as the study of
emotions -, capable of increasing and optimizing decision-making processes
in the complexity and variability scenarios. On the application side, it is
important to point out that the results of our study are strongly related to
the characteristics of the dataset: the choice of different data on which to
train the SVM algorithms could likely have led to a different outcome; in
general, whatever recognition method is used, the result of FER carries with
it an inherent dependence on the quality of the images used. Nonetheless,
our research demonstrates the possibility of using different SVM models for
FER, even using a rather narrow dataset and highlights the main applica-
tion limitations and parameters that can affect, negatively or positively, the
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performance of classification algorithms. Ultimately, the experimental part
once again demonstrates the ability of Al to detect human emotions, the the-
oretical part suggests a new interpretive point of view that can make people
think about the possibility of extending the research to models for recognizing
consonance and empathy in decision-making dynamics.
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