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ABSTRACT

This study aims to predict future changes brought about by self-driving cars and find
ways to respond to user experience (UX) through sentimental analysis of consumers’
perceptions of self-driving cars. In particular, this study conducted sentiment analy-
sis through monitoring and analysis of text information using user-generated content
(UGC). Through this, the plan is to identify customer needs (Voice of Customers) and
use it as a basis for future autonomous vehicle interior development.
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INTRODUCTION

Self-driving cars are no longer a subject of science fiction movies. Not only
at motor shows but also at CES, self-driving cars are becoming the future
to come. Along with these trends, research on technology and regulations
related to self-driving cars is being actively conducted, but research on pub-
lic awareness and response to autonomous driving technology is insufficient
(Pak and Jung, 2017). In particular, self-driving cars are expected to engage
in various indoor activities in self-driving situations without human interven-
tion, and consumers’ sentiment analysis was needed to provide various user
experiences (UX) in response.

Therefore, in this study, data from Twitter, an online SNS platform, were
used to quickly analyze changes in the opinions of many people about self-
driving cars. Twitter is a platform where users express their opinions and
emotions within 140 characters, and it is already being used as a data source
to help identify Voice of Customer in many studies (Lee and Kwon, 2019).
In particular, sentiment analysis through data mining has been actively used
in companies as a way to confirm consumers’ evaluation of products and
services (Kim et al., 2016). When more than four of the autonomous vehicle
stages 0 to 5 defined by SAE are not yet commercially available, the sen-
timental structure of traditional cars was used to analyze how people feel
about self-driving technology on Twitter (Brandon et al., 2014). Through this,
the sentimental differences between traditional cars and self-driving cars are
aimed to be verified. This entails uncovering customer expectations and con-
cerns surrounding self-driving cars by examining their sentiment responses
to both.
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Problem Description

Companies that enter the market after companies that lead new products
or technologies expand their market share through a fast-follower strategy.
However, in this case, fast-follower companies may miss the opportunity
to preoccupy the market, it is difficult to be competitive as a latecomer of
first-mover companies, and it is difficult to develop innovative products or
services. Self-driving cars that do not require human control are expected to
innovate according to their interior configurations which are completely dif-
ferent from traditional vehicles that only look forward. To respond to this,
data collection is necessary to investigate and analyze what customers expect
from self-driving cars in advance.

There are two main methods of data collection: Survey such as Observa-
tion, Field Study, Questionnaire, and Interview, and experimentation such
as task simulation and laboratory experiments. This traditional data col-
lection method has the following limitations and disadvantages. First, it is
time-consuming and expensive. In particular, large-scale data collection or
complex experiments require a lot of time and cost. Second, the accuracy and
reliability of the data may not be guaranteed. In the case of a survey, it may be
influenced by the subjective judgment of the respondent, and in the case of an
interview, the results may vary depending on the interviewer’s description. In
the case of observation, it may be distorted by the subjective judgment of the
observer, and in the case of an experiment, the results may vary depending
on the design and execution of the experiment. Finally, the representativeness
of the data may decrease. In the case of a survey, if the response rate is low,
representativeness may decrease, and in the case of an experiment, it may
be limited to a special situation of the subject. Therefore, to overcome these
shortcomings, various ergonomic studies have recently been conducted using
big data, artificial intelligence, and IoT (Internet of Things) technologies that
generate a lot of information and data with the spread of digital technology.
This study aims to confirm the validity of the concept of self-driving cars
currently presented in CES and motor shows through a comparative analy-
sis of the demands of existing cars and the demands of future customers for
self-driving cars that have not yet been commercialized. It aims to analyze
the perceptions of potential customers of self-driving cars on Twitter, such
as requirements and expectations, using text mining, to improve the user
experience.

Related Research

Related studies included a study on visualization through text mining analy-
sis (Don et al., 2007) and a study to extract vehicle problems and related
trends using the National Highway Traffic Safety Administration’s com-
plaints database (Ghazizadeh et al., 2014). In addition, text mining was used
to analyze design research trends, and 2,511 studies using text mining in
human engineering were found in academic DBs (IEEExplore: 2,463 cases,
ScienceDirect: 3 cases, Scopus: 45 cases). Of the total 2,511 studies identi-
fied in the academic DB, it is noteworthy that about 17.6% (443 studies) are
studied using social network services (SNS) such as Twitter, Facebook, and
Instagram and online reviews such as YouTube and Amazon. In particular,
starting with research that uses Twitter’s open API environment to provide
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endless opportunities to study human behavior through text mining tech-
niques (Kwak et al., 2010), it has been confirmed that the number of studies
using online reviews in the field of human factor engineering has increased
rapidly since 2010 (see Figure 1).

Figure 1: Time series trend of human factor engineering online review research using
text mining.

Recently, with the development of Web 2.0, an Internet environment
centered on user participation, an interactive environment is being created
in which information on users’ thoughts and experiences can be directly
shared, consumed, and cooperated. Therefore, user-generated content (UGC)
is freely available, which complements the shortcomings of the data collec-
tion methodology of traditional ergonomics, which is limited information
collection due to time and space constraints along with high cost and effort.
It can be seen that many studies in the field of ergonomics have been con-
ducted using SNS and UGC. In particular, to be superior in the competitive
environment of a company, it is necessary to monitor and analyze not only the
customer’s UGC but also SNS text information (He et al., 2013). In addition,
unlike the existing methodology for UXmodeling, it mentions the advantages
of using text mining using UGC (Yang et al., 2019).

In autonomous driving, a completely different UX is expected in SAE Reg-
ulations 4 and 5 levels of advanced autonomous driving (SAE International,
2021), which eliminates the need for users to drive with their eyes on the
front. There is a study that mentions the need to explore users’ future expe-
riences as autonomous driving completely changes user behavior (Kim et al.,
2015). In addition, in advanced autonomous driving, the UX, which changes
with the metaphor of the driver as a ‘ghost in an instant shell’, is said to
play an important role in the market position (Anna-Katharina et al., 2019).
Therefore, this study aims to predict future changes that self-driving cars
will bring by analyzing consumers’ sentiments toward self-driving cars and
finding ways to improve UX.

METHODOLOGY

As in the related studies above, many previous studies say that self-driving
cars are expected to have a different UX and sentiment than before, and
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when checking the concept and interior of self-driving cars that can be seen
at CES or motor shows, it can be seen that there are many differences from
the past. Therefore, this study aims to analyze whether the sentiments of
customers who expect future self-driving cars are different from those of
current vehicles. For the sentiment analysis of this study, through literature
research on the sentimental structure of automobiles, the sentiment analy-
sis keywords used in the evaluation of traditional vehicles in the past were
set as aspects (see Table 1). Since then, to find tweets related to self-driving
cars that can be missed with the aspect keyword alone, 74 sentimental adjec-
tives related to self-driving cars similar to the sentimental structure aspect
keyword were extracted from existing literature, research, and automobile
articles. The sentimental adjectives that came out through this are as follows
(see Table 2).

Table 1. Automobile sentiment analysis (kansei engineering) keywords (Nagamachi,
2002).

Motive Aspect (Sentiment Word)

1st. Lv. 2nd. Lv. 3rd. Lv.

Want to ride Driving Speeding Sound
Spinning

Want to buy Riding Vibration
Want to have Handling Unity

Control

The rest of aspect (Sentiment word)

Dwelling ability Visibility Interior Exterior
Noise Seating Scent -

Table 2. List of automobile sentimental structure aspect keyword.

Aspect (Sentiment Word) Expressions
(Sentimental Adjective)

Driving ‘drivability’, ‘handling’, ‘dynamic’, ‘safe’, ‘soft’, ‘joy’, ‘fun’, ‘stable’
Speeding ‘fast’, ‘dashing’, ‘rapid’, ‘speedy’
Riding ‘comfortable’, ‘cozy’
Handling / Control ‘control’, ‘operate’, ‘manipulate’, ‘adjust’
Sound ‘sound’, ‘acoustic’, ‘audio’, ‘roaring’
Spinning ‘speedy’, ‘thrill’, ‘speeding’
Vibration ‘vibrate’, ‘shake’, ‘shaking’, ‘shaky’, ‘tremble’
Unity ‘unity’, ‘solidarity’, ‘as one’, ‘uniform’
Dwelling ability ‘roomy’, ‘large’, ‘narrow’, ‘small’, ‘cramped’, ‘blank’, ‘empty’
Visibility ‘visual’, ‘wide’, ‘narrow’, ‘broad’, ‘blind’
Interior ‘cozy’, ‘snug’, ‘balmy’, ‘homely’, ‘simple’, ‘tidy’, ‘neat’, ‘straight’, ‘sensible’,

‘luxurious’, ‘exclusive’, ‘elegant’, ‘graceful’, ‘high-class’, ‘fresh’, ‘novel’,
‘sophisticated’

Exterior ‘simple’, ‘tidy’, ‘neat’, ‘straight’, ‘sensible’, ‘luxurious’, ‘exclusive’, ‘elegant’,
‘graceful’, ‘high-class’, ‘fresh’, ‘novel’, ‘sophisticated’

Noise ‘loud’, ‘noisy’, ‘silent’, ‘quiet’, ‘calm’,
Seating ‘soft’, ‘hard’, ‘comfortable’, ‘uncomfortable’, ‘relaxed’
Scent ‘stinking’, ‘nasty’, ‘dirty’, ‘unclean’, ‘strange’
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To select tweets about self-driving cars on Twitter, tweets containing the
following keywords were collected from 2010 to 2023: ‘autonomous vehicle’,
‘self-driving’, ‘automated driving’, ‘driverless car’, and ‘driverless vehicle’.
Overlapping data was removed from the collected data, URLs and user
IDs were removed from the body using the tweet-preprocessor library, and
numeric text was also removed (Özcan, 2020). After identifying the mor-
pheme of words in the tweet using the Natural Language Toolkit (NLTK)
library, only words whose parts of speech are nouns, adjectives, adverbs, and
verbs were extracted (Steven et al., 2009). And lemmatization was applied
to each word identified. In addition, words with a length of 1 were removed
because it was often difficult to interpret the meaning. Furthermore, by ana-
lyzing the distribution of the number of words in the tweet, tweets with 5
or fewer or 30 or more words in the sentence were defined as outliers and
removed (see Figure 2).

Figure 2: Number of words in the tweet.

Based on the automobile sentimental structure aspect keyword presented
in Table 2, the list of tweets mentioned for each aspect was identified. A
total of 10,433 tweets were identified as referring to ‘driving’ followed by
4,098 mentions of ‘speeding’, 1,178 mentions of ‘riding’, 1,519 mentions
of ‘handling”, 3,021 mentions of ‘sound’, 1,352 mentions of ‘spinning’, 520
mentions of ‘vibration’, 185 mentions of ‘unity’, and 8,234 mentions of ‘con-
trol’. In this study, a keyword extraction method using chi-square statistics
was applied to identify words that frequently appear in each aspect. The
chi-square statistics-based keyword extraction method is a technique that
effectively extracts representative keywords for each cluster, and through
this study, words with high dependence between each word and aspect were
identified. When an aspect is given, words that have a relatively high chi-
square statistic value within the aspect compared to other aspects and are
mentioned relatively more frequently are defined as representative keywords
and extracted. The chi-square statistics for the word ω and the specific aspect
T were obtained through the equation below.
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X2 (ω,T) =
N × (AD− CB)2

(A + C) × (B + D) × (A + B) × (C + D)
(1)

In the above equation, N is the total number of sentences, A is the number
of tweets belonging to aspect T and including the word ω, B is the number
of tweets not belonging to aspect T, C is the number of tweets belonging to
aspect T and not including the word ω, and D is the number of tweets not
belonging to aspect T and not including the word ω. The top 10 keywords
were extracted by arranging words with large chi-square statistics for each
aspect in descending order.

RESULTS

This study analyzed the sentimental values of Twitter, which mentioned self-
driving cars by year. First of all, a model that can determine whether it is
positive, negative, or neutral by looking at a Twitter sample is required, and
Bidirectional Encoder Representations fromTransformers (BERT),which has
recently been widely used in the field of natural language processing, was
used as the sentiment analysis model (Devlin et al., 2018). BERT is based
on a transformer structure with self-attention, and the general characteristics
of language are first learned through the pre-learning task of Masked Lan-
guageModelling (MLM). Fine-tuning the parameter values of the pre-trained
model to the target task is actively used while showing high performance in
various natural language tasks. In this study, a sentiment analysis model was
constructed based on BERT. The data used for sentiment analysis learning
used a Twitter dataset released as an open source (Fariza, 2017).

A total of 7,156 data sets were used, and the Twitter posts on the theme
of self-driving cars and the sensitivity of the posts are graded on a 5-point
scale, from positive (5 points) to negative (1 point). In this study, labels that
responded positively to 4–5 points and negatively to 1–2 points were used
for learning. A total of 1,903 data corresponding to positive were negative,
795 were negative, and 4,245 were neutral. The sentiment analysis model
learned from the data described above showed 98% accuracy for learning
data and 79% accuracy for test data. It was determined that the performance
of the learned model was reasonable and applied to analyze the sentiment of
Twitter data by year collected through Tables 1 and 2. In the case of the
predicted data, it was predicted that about 940,000 were neutral, 180,000
were positive, and 17,000 were negative out of about 1.29 million cases.

To interpret the trend of sentiment changes in tweets related to self-driving
cars, Google Trends simultaneously conducted a search volume change and
momentum analysis over time for ‘self-driving cars (autonomous vehicles)’
search terms. Looking at the time series trend of Google Trends, global inter-
est in self-driving cars began in 2010 when Google Waymo announced the
development of self-driving cars, and the number of self-driving car searches
increased in 2014 when Tesla unveiled its autopilot function and self-driving
car-related companies began to participate in CES in earnest (see Figure 3). In
addition, it can be seen that the number of tweets by year has been showing a
similar trend since 2010 over the past decade. In particular, most of the tweets
related to self-driving cars showed positive sentiment until 2014, but as inter-
est in self-driving cars has increased, the public has also expressed concerns
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about the new technology of self-driving. Negative perceptions of self-driving
cars have increased since 2016 when Tesla’s self-driving mode function first
crashed. In the case of the aspect (sentiment word) the 1st level ‘driving’ in
Table 1, the number of tweets has increased significantly since 2018, and at
the same time, most of the positive reactions were positive before, but neg-
ative sentiments increased rapidly. 2nd level ‘riding’ and ‘handling’ showed
similar behaviors, which seems to be due to the Tesla accident that was widely
reported in 2018 (see Figures 3 and 4).

Figure 3: Google trend time series trend for self-driving cars.

Figure 4: The trend of sentiment changes in tweets related to self-driving cars by year.
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The most notable point is that there were more references to the rest of the
aspect (sentiment word) than the aspect (sentiment word) of the 1st, 2nd, and
3rd levels in Table 1. Among them, there were many mentions in the order
of ‘dwelling ability’, ‘interior’, ‘seating’, and ‘noise’ it was impressive that
there were many positive reactions to this part. This shows that consumers’
sentiment toward self-driving cars is different from that of current cars (see
Figure 5). In addition, as expected, consumers were able to confirm posi-
tive expectations for this area, as they expected that various indoor activities
would be expected in self-driving cars that do not require driving.

Figure 5: The trend of sentiment changes in tweets related to self-driving cars by year
(‘driving’, ‘riding’, handling’, ‘dwelling ability’, ‘interior’, ‘seating’, and ‘noise’).
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CONCLUSION

After looking at Twitter from 2010 to 2023, the public seems to be expect-
ing and accepting fully self-driving cars rather than rejecting them. However,
‘driving’, ‘riding’, and ‘handling’, which are sentiment aspects that have
recently increased negative reactions, should be supplemented before com-
mercializing self-driving cars. To change the aspect (sentiment word) of the
1st, 2nd, and 3rd levels in Table 1 into positive responses, it was found that
securing the safety of self-driving cars was the top priority. In particular, self-
driving car manufacturers should try to improve public awareness through
sufficient communication on risk factors related to self-driving cars if the
precedents such as the failure to be accepted by the general public when
the technology was released due to insufficient awareness of whether drivers
hand over control of vehicles when cruise mode, which is the second stage
of autonomous driving, was introduced in the past (Kohl et al., 2018). In
addition, it was found that consumers’ interest and expectations are high for
self-driving cars which are different from conventional cars. This study only
looked at the trend of changes in public sentiments according to the keyword
of sentiment aspect but did not deal with what functions customers demand
and expect in self-driving cars corresponding to each sentiment aspect. In
the future, it is expected that consumers’ specific needs for self-driving cars,
which are directly related to the sentiment aspect that the study did not deal
with, will be analyzed to become a leader through research and development
of self-driving cars that customers want and expect.
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