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ABSTRACT

Collaborative robots, or cobots, are one of the Industry 4.0 technologies that have and
continue to change many industrial procedures. However, amid this technological advance-
ment, the persisting physical strain on human workers remains a significant concern. Even
with the advent of cobots aimed at alleviating burdensome tasks, certain physical jobs
continue to induce fatigue in human workers. Addressing this challenge necessitates the
development of robust solutions that combine technological innovation with human-centric
considerations. One critical aspect in mitigating physical fatigue in human workers involves
the application of Machine Learning (ML) models. These models heavily depend on data
obtained from real-world situations that accurately represent the complexities of physical
strain. However, this kind of data is frequently limited and costly to gather using sensors,
which hinders the development of an effective ML model. This scarcity underscores the
need for alternative approaches, with Synthetic Data Generation (SDG) emerging as a viable
solution to this problem. The production of synthetic data offers a new approach to address
the lack of relevant data needed to train machine learning algorithms. By employing tech-
niques like Tabular Generative Adversarial Networks (GANs), synthetic datasets can be
created, simulating realistic human physical fatigue detection features. Tabular GANs have,
for example, been shown to be effective in creating synthetic data that closely resembles the
statistical characteristics and patterns of real-world datasets. Furthermore, tabular GANs
present a scalable and affordable response to the problem of data scarcity. The research
reported here presents a novel approach centred on employing the Tabular GAN method-
ology to create synthetic datasets encompassing key features pertinent to the detection of
human physical fatigue. The results of this study are expected to contribute substantially
to creating robust solutions to alleviate physical strain and enhance human workers’ over-
all well-being in industrial settings. The goal is to create datasets that accurately represent
the complexities found in real-world scenarios where physical fatigue notably influences
human performance. These synthetically generated datasets will serve as the foundation
for training specialized ML models designed explicitly for detecting the development of
human physical fatigue. The trained ML model will undergo rigorous testing and valida-
tion using a substantial repository of authentic real-world data. The model’s accuracy and
reliability in detecting human physical fatigue will be assessed through this evaluation pro-
cess. The ultimate objective is to achieve a level of accuracy that demonstrates the model’s
proficiency in identifying and predicting the onset of physical fatigue in human workers
within industrial settings. This research endeavours to bridge the gap between Industry 4.0
innovations and human well-being by leveraging synthetic data generation techniques to
enhance the accuracy and efficiency of ML models in detecting human physical fatigue.
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INTRODUCTION

Since the 1860s, researchers have studied fatigue, which is commonly charac-
terised as a decline in mental and/or physical function brought on by factors
such as mental strain, physical activity, inadequate sleep, interruption of the
circadian rhythm or pattern, and sickness (Mohanavelu et al., 2017). Dif-
ferent scientific disciplines have offered ways to define and measure fatigue,
but none of them apply universally to all areas. The main obstacles to pro-
viding a single definition of fatigue are, for example, its multidimensionality,
the interaction of various variables (including confounding factors that must
be accounted for), and, often, the subjective character of fatigue assessment
(Marcus Yung, 2016).

Intelligent agent systems, sensing devices, and automation are becoming
more sophisticated because of the Industrial Revolution (I5.0). Robotic sys-
tems and virtual assistance systems for work optimisation are being used
more frequently in manufacturing and warehousing operations due to e.g.
this rise in automation. This new I5.0 era is marked by its emphasis on
highly skilled individuals who may profit from technological advancements
(Iqbal et al., 2022). Due to the evolution of human-in-the-loop technol-
ogy, collaborative robots (Cobots) have emerged and are being developed
at a rapid pace. Despite their high level of automation, industries includ-
ing aerospace, medical, pharmaceuticals, and manufacturing still involve
highly fatiguing tasks. Workplace fatigue impacts a worker’s productivity
and is multifaceted. Even with Cobots being designed and deployed to allevi-
ate human workload as well as augment human performance, the repetitive
physical exertion demanded of daily tasks contributes to fatigue. Address-
ing fatigue in occupational health and safety is crucial due to its significant
short- and long-term consequences. Regarding this paper, we aim to explore
the complexity of fatigue, considering its multidimensionality and subjec-
tive assessment. Emphasizing the significance of synthetic data alongside
real-time information from physiological sensors, our goal is to advance the
understanding of fatigue for more effective interventions.

To address the issue of human fatigue within and across many industries,
Machine Learning (ML) has been one of the most promising tools researchers
employ to comprehend physical fatigue onset and development. This applica-
tion involves leveraging ML algorithms to process and interpret data related
to various physiological and behavioural parameters, aiming to identify signs
of fatigue in individuals, amongst teams and so on.ML relies heavily on data
for training, validating, and testing models. The quality and quantity of the
data used play a crucial role in determining the performance and effectiveness
of anMLmodel (SedighiMaman et al., 2020). Obtaining human physical and
behavioural data for machine learning algorithms can however pose several
challenges. These challenges may include privacy concerns (Raghunathan,
2021), limited access to real data, data diversity and representativeness, bias
(even partial) in real real-world data, limited availability of annotated data,
and imbalance in social class distribution (Sedighi Maman et al., 2017).

In response, this paper explores the generation of synthetic tabular
data and human physical fatigue datasets, addressing inherent challenges.
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It acknowledges the advantages of synthetic data, emphasizing cost-efficiency
and ethical considerations while recognizing challenges such as complexity
preservation and the need for domain-specific knowledge. The methodology
introduces GAN for synthetic tabular data generation, emphasizing realism
and privacy preservation. It involves comprehensive data preprocessing for
compatibility, including handling missing values and scaling features. Cre-
ating a human physical fatigue dataset through GANs entails training on
real-world data. Considering the benefits of synthetic data, practitioners face
a difficult landscape due to issues like complexity preservation and validation.
Hence, a substantial amount of relevant research in the subsequent section
is being conducted within a notable prevalence in the medical and financial
sectors.

RELATED WORK

In recent years, the field of human physical fatigue detection has wit-
nessed substantial advancements, with various methodologies and technolo-
gies being explored to monitor and analyse individuals’ physiological and
behavioural responses. These efforts largely aim to enhance occupational
health and safety, optimize performance, and mitigate the potential risks
associated with fatigue-related impairments. While a plethora of methods
for fatigue detection exist, ranging from wearable sensors to machine learn-
ing algorithms, these approaches are not without their challenges (Lambay
et al., 2022).

As aforementioned, the domain of human physical fatigue detection
encounters challenges intrinsic to privacy concerns and these constraints pose
impediments to robust model training, attributed to ethical considerations,
regulatory frameworks, and proprietary constraints (Di Milia et al., 2011).
Not only are the challenges pivotal, but they also extend to machine learn-
ing’s reliance on extensive datasets. This dependence, however, introduces
its own set of challenges, including the cost associated with sensors, time-
consuming data acquisition processes, and issues such as missing values and
misinformation (Lambay et al., 2021).

A promising alternative gaining traction is synthetic data generation.
These methods create artificial datasets replicating real-world data statis-
tics, addressing scarcity and privacy concerns (Li et al., 2021). Synthetic data
generation has the potential to overcome limitations associated with tradi-
tional real data use, offering opportunities to advance human physical fatigue
detection methodologies.

The significance of synthetic data in training robust and universal fatigue
detection models cannot be overstated. Traditional datasets may lack the
diversity and complexity required to capture the nuances of real-world
scenarios in human-robot collaboration effectively such as considering the
socio-demographics of a person. Regarding, generating synthetic datasets,
the GAN model has been very popular among researchers as it has emerged
as a promising solution to address this gap. GANs, are known for their abil-
ity to generate realistic, multimodal, multidimensional, and diverse datasets
(Fonseca & Bacao, 2023). Recent studies, such as (Al-Qerem et al., 2023),
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have shown outcomes of an experimental investigation focused on enhanc-
ing the efficacy of SDG for multidimensional imbalanced datasets through
the combinations of GAN models and Recursive Feature Elimination (RFE)
technique. Similarly, aligned with the investigative approach undertaken by
Saravana Kumar in 2017, this study systematically examined various GAN
models to discern their respective efficacies. The empirical evidence sub-
stantiated the superior performance of PATECTGAN and CTGAN in this
comparative analysis (Kiran & Saravana Kumar, 2017).

Nevertheless, the application of synthetic data generation has predomi-
nantly been noted in the context of generating patient or medical-related
data (Abedi et al., 2022). This choice is informed by the inherent multidimen-
sional, discrete, and multimodal nature of medical data, which often exhibits
a pronounced imbalance. For instance, one of the studies focuses on enhanc-
ing fluid overload prediction in intensive care units (ICUs) by integrating
synthetic data with the existing medication dataset. FourML algorithms were
devised and trained on both the original and synthetically generated datasets,
resulting in improved model performance (Rafiei et al., 2024). An additional
study seeks to address challenges prevalent in applying machine learning to
medical and cancer research, arising from issues such as data scarcity and pri-
vacy concerns. The authors systematically examine three classes of synthetic
data generation, employing metrics to assess the quality of generated datasets
derived from publicly accessible cancer registry data (Goncalves et al., 2020).

However, very limited research has focussed on generating human fatigue
data which is also multidimensional and multimodal. One study by Lacasa
et al. (2023), found the SDG techniques for creating chronic fatigue syn-
drome questionnaire datasets. However, in a more recent study, researchers
attempted to apply SDG within an industrial scenario. In this study, they
tried to achieve SDG by RGB image generation for human-object interaction
(Leonardi et al., 2023). This shows the lack of available datasets and multi-
modal synthetic datasets for human physical fatigue in an industrial scenario
that could train data-hungry models such as deep learning models. This paper
introduces a robust methodology employing GAN for synthetic tabular data
generation, addressing challenges in creating realistic and privacy-preserving
datasets.

METHODOLOGY

Framework of SDG

Figure 1 illustrates the general framework used to generate the human phys-
ical fatigue datasets. It consists of the framework that depicts different deep
learning models to be used for SDG. In the deep learning models, the GAN
architecture is pivotal to our methodology and comprises a generator and
a discriminator network. The three main GAN learning models investigated
for the current study are: 1. Time-Series DGAN, 2. Tabular ACTGAN, and
3. Tabular LSTM GAN. These adversarial networks were chosen for the
training process due to their utilization of conditional GANs. These mod-
els specifically address challenges in controlling generated data and handling
imbalanced tabular data by incorporating a conditional vector (Al-Qerem
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et al., 2023). The models refine the generator’s ability to generate realistic
tabular data to stabilize GAN training and enhance the quality of synthetic
data, and so a training procedure is implemented. This procedure involves
optimizing hyperparameters, incorporating regularization techniques, and
continuously monitoring convergence. This is achieved by employing two
models as shown in Figure 1, the Generator model and discriminator model.

Figure 1: Framework of the GAN model used for synthetic data generation. Inspired
by Li et al., 2021.

The generator model employs a fixed-length random vector, drawn from
a Gaussian distribution, to produce samples within a designated domain.
This vector functions as the seed for the generative process and establishes
a compressed representation known as a latent space, housing latent vari-
ables crucial for the domain. Conversely, the discriminator model assesses
the authenticity of input examples, distinguishing between real and gener-
ated instances. Post-training, the generator, having acquired effective feature
extraction capabilities, can be repurposed for its feature extraction layers for
similar input data. To quantitatively analyse the performance of the generated
synthetic data, we used Principal Component Analysis (PCA), correlation
analysis and Field Distribution Stability. These metrics include measures
which capture the dataset’s diversity, and similarity indices to gauge the
resemblance between the synthetic and original datasets.

Model Training for SDG

Data Gathering for Synthetic Data Generation (SDG): The initial phase
involves acquiring pertinent data essential for Synthetic Data Generation
(SDG). This data serves a dual purpose, being crucial for testing the gener-
ated data and training the model on both authentic and synthetic datasets. In
this study, data has been sourced from open source, specifically focusing on
the detection of human physical fatigue through inertial measurement units
(IMU) and heart rate sensors (Lambay et al., 2022).
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Data Preparation for SDG: The subsequent stage in SDG encompasses
data preparation techniques. Tasks such as handling missing values and
transforming data are imperative to address potential issues within the
dataset.

Model Training (LSTM-GAN and ACTGAN): Following data prepara-
tion, the next step involves the training of selected models, namely LSTM-
GAN and ACTGAN. Despite many similarities in their training approaches,
distinctive differences characterize these models. The LSTM-GANmodel fea-
tures a structure consisting of two layers of LSTM generators, while the
discriminator is a four-layer multilayer perceptron (MLP) utilizing the Adam
optimizer and ReLU activation. Both generator and discriminator models
undergo training across 5000 epochs, incorporating dropout layers to prevent
overfitting.

GAN Training Process: For GAN models, beyond the typical training
algorithm, a more monitored environment is necessary. This is achieved by
looping over each epoch during training and selecting a random sample
from the actual dataset. In the case of both models, adversarial training is
employed for training various Generator and Discriminator models. Also,
would investigate which optimization strategies can be employed to enhance
the efficiency and convergence speed of the GAN training process.

Enhancements and Exploration of GAN Algorithms: The ACTGAN
model, evolving from the well-established CTGAN model, introduces algo-
rithmic enhancements that elevate effectiveness, precision, storage utilization,
and conditioned generation capabilities. This comprehensive approach facil-
itated the exploration and evaluation of various GAN algorithms, with
outcomes detailed in the subsequent section. An example question arising
from this exploration is whether the integration of a synthetic dataset in
an experimental study would impact the performance of machine learning
algorithms.

RESULTS AND DISCUSSIONS

All GAN models underwent rigorous training and thorough analysis, fol-
lowing the methodology outlined, to assess the efficacy of synthetic data
generation for human physical fatigue detection models. Given the well-
established understanding that human fatigue is inherently subjective, the
endeavour to capture diverse conditions and patterns of fatigue onset through
biomechanical sensors is of paramount importance.

The nuanced nature of human fatigue necessitates a comprehensive and
methodical approach to ensure that the generated synthetic data accurately
reflects the multifaceted aspects associated with the manifestation of fatigue
in varied contexts. Within the scope of our investigation, the performance
hierarchy of the implemented models was discerned, with the time-series
dGAN exhibiting the least efficacy, followed sequentially by ACTGAN. Fore-
most in performance was the LSTM-GAN, emerging as the most proficient
among the evaluated models. This hierarchical evaluation offers valuable
insights into the relative effectiveness of the considered models in the specific
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context of our study. Figure 2 illustrates the different evaluation analyses car-
ried out on the Tabular LSTM-GAN model. The images show that the field
correlation stability, which is an initial step involving the computation of
correlations between each pair of variables within both the training and syn-
thetic datasets. The resulting average value serves as a quantitative indicator,
wherein a diminished average signifies.

Figure 2: (A) Field correlation stability (B) field distribution stability (C) principal com-
ponent analysis (PCA) of the real (training) and synthetic data of the tabular LSTM-GAN
model respectively.

This methodology is encapsulated within the Field Correlation Stability
quality score, where a lower average differential value corresponds to an ele-
vated level of stability across the considered fields. In the context of LSTM, a
noteworthy observation is made that its proficiency in faithfully replicating
synthetic data to closely resemble the real dataset. The discernible aptitude of
LSTM in accurately emulating the characteristics of real data underscores its
efficacy as a generative model within the considered framework. The Field
Distribution Stability, as depicted in image B of Figure 2, and further evi-
denced through PCA in image C, underscores a discernible resemblance in the
distribution patterns when juxtaposed with the real dataset. This observation
is indicative of a noteworthy coherence in the distributional characteristics
between the synthetic and authentic datasets, reinforcing the fidelity of the
synthetic data generation process in emulating the original dataset’s inherent
structures.

In the examination of ACTGAN, a conspicuous observation emerges con-
cerning its limited efficacy in faithfully replicating synthetic data to closely
resemble to the real dataset. The discernible limitations in ACTGAN’s ability
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to accurately emulate the characteristics of real data underscore poten-
tial shortcomings as a generative model within the considered framework.
Notably, the Field Distribution Stability, as illustrated in image B of Figure 3
and further corroborated through PCA in image C, reveals a discernible dis-
parity in the distribution patterns when contrasted with the real dataset.
This observation suggests a notable incongruity in the distributional char-
acteristics between the synthetic and authentic datasets, indicating potential
challenges inmaintaining fidelity during the synthetic data generation process
and capturing the inherent structures of the original dataset.

Figure 3: (A) Field correlation stability (B) field distribution stability (C) principal com-
ponent analysis (PCA) of the real (training) and synthetic data of ACTGAN model
respectively.

CONCLUSION

The novel study presented an investigation employing diverse Generative
Adversarial Networks (GANs) to generate synthetic datasets for the training
of human physical fatigue detection models. Among the triad of models uti-
lized, the Tabular LSTM-GAN model demonstrated superior performance,
notably exemplified by optimal Field Distribution Stability, an observation
substantiated by Principal Component Analysis (PCA) and illustrated within
Figures 2 and 3. Moreover, during the hyperparameter tuning process, it
was observed that fine-tuning the model’s hyperparameters, treated as opti-
mization strategies, yielded optimal results for this model. The synthetic data
generated by this model exhibited a pronounced concordance with the char-
acteristics of the authentic dataset. Interestingly, the ACT-GAN model, an
extension derived from the CT-GAN model, exhibited unforeseen efficacy,
particularly in adeptly managing multimodal and multidimensional datasets
intrinsic to fatigue datasets. However, it did not manifest a substantial impact
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on the performance of the machine-learning algorithm. Conversely, the Time
Series dGAN model exhibited the least favourable outcomes, displaying sub-
optimal results and a notable disparity from the generation of datasets like
the authentic example.

Subsequent research endeavours hold the potential to develop and inves-
tigate more advanced methodologies involving GAN for data augmentation
and feature selection, thereby augmenting the existing knowledge base. The
exploration of cutting-edge techniques and experimenting more with all
the hyperparameters in these domains could offer heightened precision and
efficacy in enhancing the performance of classifiers. Furthermore, extend-
ing investigations to encompass a diverse array of variables (biomechanical,
gait, questionnaires, etc), classifiers and datasets would contribute valuable
insights into the generalizability and adaptability of these SDG techniques
across various contexts. By embracing a more expansive scope, future
research could provide a comprehensive understanding of the broader appli-
cability and replicability associated with advanced synthetic data generation
and feature selection strategies.
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